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#### Abstract

We derive a central limit theorem for the maximum of a sum of high dimensional random vectors. More precisely, we establish conditions under which the distribution of the maximum is approximated by the maximum of a sum of the Gaussian random vectors with the same covariance matrices as the original vectors. The key innovation of our result is that it applies even if the dimension of random vectors $(p)$ is much larger than the sample size $(n)$. In fact, the growth of $p$ could be exponential in some fractional power of $n$. We also show that the distribution of the maximum of a sum of the Gaussian random vectors with unknown covariance matrices can be estimated by the distribution of the maximum of the (conditional) Gaussian process obtained by multiplying the original vectors with i.i.d. Gaussian multipliers. We call this procedure the "multiplier bootstrap". Here too, the growth of $p$ could be exponential in some fractional power of $n$. We prove that our distributional approximations, either Gaussian or conditional Gaussian, yield a high-quality approximation for the distribution of the original maximum, often with at most a polynomial approximation error. These results are of interest in numerous econometric and statistical applications. In particular, we demonstrate how our central limit theorem and the multiplier bootstrap can be used for high dimensional estimation, multiple hypothesis testing, and adaptive specification testing. All of our results contain non-asymptotic bounds on approximation errors.


## 1. Introduction

Consider random variable $T_{0}$ defined by

$$
T_{0}:=\max _{1 \leqslant j \leqslant p} \sum_{i=1}^{n} x_{i j} / \sqrt{n},
$$

where $\left(x_{i}\right)_{i=1}^{n}$ is a sequence of independent zero-mean random $p$-vectors of observations, $x_{i j}$ is the $j$ th component of vector $x_{i}$, and $p \geqslant 2$. The distribution of $T_{0}$ is of interest in many statistical applications. When $p$ is much smaller than $n$, this distribution can be approximated by using a classical

[^0]Central Limit Theorem (CLT). In many high-dimensional problems, however, $p$ is comparable or even larger than $n$, and the classical CLT does not apply. This paper provides tractable approximations to the distribution of $T_{0}$ when $p$ is possibly much larger than $n$.

Specifically, we derive a new Gaussian approximation theorem that gives a bound on the Kolmogorov-Smirnov distance between the distributions of $T_{0}$ and its Gaussian analog $Z_{0}$ :

$$
\begin{aligned}
& Z_{0}:=\max _{1 \leqslant j \leqslant p} \sum_{i=1}^{n} y_{i j} / \sqrt{n} \\
& y_{i}:=\left(y_{i 1}, \ldots, y_{i p}\right)^{\prime} \sim N\left(0, \mathrm{E}\left[x_{i} x_{i}^{\prime}\right]\right)
\end{aligned}
$$

i.e., random variable $Z_{0}$ is the maximum of the normalized sum of Gaussian random vectors $y_{i}$ having the same covariance structure as $x_{i}$ 's. We show that under mild moment assumptions, there exist some constants $c>0$ and $C>0$ such that

$$
\begin{equation*}
\rho:=\sup _{t \in \mathbb{R}}\left|\mathrm{P}\left(T_{0} \leqslant t\right)-\mathrm{P}\left(Z_{0} \leqslant t\right)\right| \leqslant C n^{-c} \rightarrow 0 \tag{1}
\end{equation*}
$$

as $n \rightarrow \infty$, where $p$ could grow as fast as an exponential of some fractional power of $n$. For example, if $x_{i j}$ are uniformly bounded (i.e., $\left|x_{i j}\right| \leqslant C_{1}$ for some constant $C_{1}>0$ for all $i, j$ ), the distance $\rho$ converges to zero at a polynomial rate whenever $(\log p)^{7} / n \rightarrow 0$ at a polynomial rate. Similar results are also obtained when $x_{i j}$ are sub-Gaussian and even non-sub-Gaussian, under some assumptions that restrict the growth of $\max _{1 \leqslant j \leqslant p, 1 \leqslant i \leqslant n} \mathrm{E}\left[\left|x_{i j}\right|^{4}\right]$. Figure 1 gives a graphical illustration of the result (1), motivated by the problem of tuning the Dantzig selector of [12] to non-Gaussian settings, an example which we examine in Section 5.

In the process of deriving our results, we employ various tools, including Slepian's "smart path" interpolation (which is related to the solution of Stein's partial differential equation), Stein's leave-one-out method, approximation of maxima by the smooth functions (related to "free energy" in spin glasses), and exponential inequalities for self-normalized sums. See, e.g., [42, 44, 21, 17, 45, 13, 14, 20, 37] for introduction and discussion of some of these tools. The main result also critically relies on the anti-concentration inequality for suprema of Gaussian processes, which is derived in [18] and restated as Lemma 2.1.

Our result (1) has the following innovative features. To the best of our knowledge, our result is the first to show that maxima of sums of random vectors, with general covariance structure, can be approximated in distribution by the maxima of sums of Gaussian random vectors when $p \gg n$, in particular, when $p$ can depend exponentially on a fractional power of $n$. This condition is weaker than the one that results from the use of Yurinskii's coupling, which also implies (1) but under the rather strong condition $p^{5} / n \rightarrow 0 ;$ see, in particular, Lemma 2.12 in [22] and Example 17 (Section 10) in [38]. Second, note that our analysis specifically covers cases where


Figure 1. P-P plots comparing distributions of $T_{0}$ and $Z_{0}$ in the example motivated by the Dantzig estimation problem. Here, $x_{i j}=z_{i j} \varepsilon_{i}$ where $\varepsilon_{i} \sim t(4)$, (a $t$-distribution with four degrees of freedom), and $z_{i j}$ are nonstochastic (simulated once using $U[0,1]$ distribution independently across $i$ and $j$ ). Dashed line is $45^{\circ}$. The distributions of $T_{0}$ and $Z_{0}$ are close, as (qualitatively) predicted by the CLT derived in the paper: see Corollaries 2.1 or 2.2. The quality of the Gaussian approximation is particularly good for the tail probabilities, which is most relevant for practical applications.
the process $\left\{\sum_{i=1}^{n} x_{i j} / \sqrt{n}, 1 \leqslant j \leqslant p\right\}$ is not asymptotically equicontinuous and hence is not Donsker. Indeed, otherwise our result would follow from the classical functional central limit theorems for empirical processes, as in [21]. Third, the quality of approximation in (1) is of polynomial order in $n$, which is better than the logarithmic in $n$ quality that we could obtain in some (though not all) nonparametric applications where the behavior of the maximum $T_{0}$ (after a suitable rescaling) could be approximated by the extreme value distribution (as, e.g., in [43] and [10]).

Our result also contributes to the literature on multivariate central limit theorems, which are concerned with conditions under which

$$
\begin{equation*}
\left|\mathrm{P}\left(\frac{1}{\sqrt{n}} \sum_{i=1}^{n} x_{i} \in A\right)-\mathrm{P}\left(\frac{1}{\sqrt{n}} \sum_{i=1}^{n} y_{i} \in A\right)\right| \rightarrow 0, \tag{2}
\end{equation*}
$$

uniformly in a collection of sets $A$, typically all convex sets. The results of this kind were developed among others, by $[36,39,27,8,16]$, under the conditions that $p^{c} / n \rightarrow 0$ or similar conditions (also see [15]). These results rely on the anti-concentration results for Gaussian random vectors on the $\delta$-expansions of boundaries of arbitrary convex sets $A$ (see [5]). Note that our result also establishes (2), but uniformly for all convex sets of the form $A_{\max }=\left\{a \in \mathbb{R}^{p}: \max _{1 \leqslant j \leqslant p} a_{j} \leqslant t\right\}$ for $t \in \mathbb{R}$. These sets have a rather special structure that allows us to deal with $p \gg n$ : in particular,
concentration of measure on the $\delta$-expansion of boundary of $A_{\max }$ is at most of order $\delta \sqrt{\log p}$ for Gaussian random $p$-vectors with unit variance, as shown in [18] (restated as Lemma 2.1).

Note that the result (1) is immediately useful for inference with statistic $T_{0}$, even though $\mathrm{P}\left(Z_{0} \leqslant t\right)$ needs not converge itself to a well behaved distribution function. Indeed, if the covariance matrix $n^{-1} \sum_{i=1}^{n} \mathrm{E}\left[x_{i} x_{i}^{\prime}\right]$ is known, then $c_{Z_{0}}(1-\alpha):=(1-\alpha)$-quantile of $Z_{0}$, can be computed numerically, and we have

$$
\begin{equation*}
\left|\mathrm{P}\left(T_{0} \leqslant c_{Z_{0}}(1-\alpha)\right)-(1-\alpha)\right| \leqslant C n^{-c} \rightarrow 0 \tag{3}
\end{equation*}
$$

A chief application of this kind arises in determination of the penalty level for the Dantzig selector of [12] in the high-dimensional regression with nonGaussian errors, which we examine in Section 5. There, under the canonical (homoscedastic) noise, the covariance matrix is known, and so quantiles of $Z_{0}$ can be easily computed numerically and used for choosing the penalty level. However, if the noise is heteroscedastic, the covariance matrix is no longer known, and this approach is no longer feasible. This motivates our second main result.

The second main result of the paper establishes validity of the multiplier bootstrap for estimating quantiles of $Z_{0}$, when the covariance matrix $n^{-1} \sum_{i=1}^{n} \mathrm{E}\left[x_{i} x_{i}^{\prime}\right]$ is unknown. More precisely, we define the Gaussiansymmetrized version $W_{0}$ of $T_{0}$ by multiplying $x_{i}$ with i.i.d. standard Gaussian random variables $e_{1}, \ldots, e_{n}$ :

$$
\begin{equation*}
W_{0}:=\max _{1 \leqslant j \leqslant p} \sum_{i=1}^{n} x_{i j} e_{i} / \sqrt{n} \tag{4}
\end{equation*}
$$

We show that the conditional quantiles of $W_{0}$ given data $\left(x_{i}\right)_{i=1}^{n}$ consistently estimate the quantiles of $Z_{0}$ and hence those of $T_{0}$ (where the notion of consistency used is the one that guarantees asymptotically valid inference). Here the primary factor driving the bootstrap estimation error is the maximum difference between the empirical and population covariance matrices:

$$
\Delta:=\max _{1 \leqslant j, k \leqslant p}\left|\frac{1}{n} \sum_{i=1}^{n}\left(x_{i j} x_{i k}-\mathrm{E}\left[x_{i j} x_{i k}\right]\right)\right|
$$

which can converge to zero even when $p$ is much larger than $n$. For example, when $x_{i j}$ are uniformly bounded, the multiplier bootstrap is valid for inference if $(\log p)^{7} / n \rightarrow 0$. Earlier related results on bootstrap in the " $p \rightarrow \infty$ but $p / n \rightarrow 0 "$ regime were studied in [35]; interesting results for the case $p \gg n$ based on concentration inequalities and symmetrization are studied in $[3,4]$, albeit the approach and results are quite different from those given here. In particular, in [3], either Gaussianity or symmetry in distribution is imposed on the data.

As a part of establishing the results on the multiplier bootstrap, we derive a bound on the Kolmogorov-Smirnov distance between distributions of
maxima of two finite dimensional Gaussian random vectors, which again depends on the maximum difference between the covariance matrices of the vectors. The key property of our bound again is that it depends on the dimension $p$ of random vectors only via $\log p$. This result is of independent interest, and extends and complements the work of [14] that derived an explicit Sudakov-Fernique type bound on the difference of expected values of the same quantities; see also [1], Chapter 2.

The key motivating example for our results is the high-dimensional sparse regression model. In this model, [12] and [9] assume Gaussian errors to analyze the Dantzig selector and Lasso. Our results show that Gaussianity is not necessary and the Gaussian-like conclusions hold approximately, with just the fourth moment of the regression errors being bounded. Moreover, our approximation allows to take into account correlations between different components of $x_{i}$ 's. This results in a better choice of the penalty level, and in establishing sharper bounds on performance than those that had been available previously. Note that some of the same goals had been accomplished using moderate deviations for self-normalized sums, combined with the union bound [7]. The limitation, however, is that the union bound does not take into account correlations between different components of $x_{i}$ 's, and so it may be overly conservative in some applications.

Our results have a broad range of other statistical applications. In addition to the high-dimensional estimation example, we show how to apply our result in the multiple hypothesis testing framework of multivariate linear regression. We prove the validity of the stepdown procedure developed in [41] when the critical value is obtained through the multiplier bootstrap. Notably, the number of hypotheses to be tested can be much larger than the sample size. Finally, in the third example, we develop a new specification test for the null hypothesis of the linear regression model and a general nonparametric alternative, which uses a number of moment conditions that is much larger than the sample size. Lastly, in a companion work, [18] and [19], we are exploring the strong coupling for suprema of general empirical processes, based on the methods developed here and maximal inequalities. These results represent a useful complement to the results based on the Hungarian coupling developed by $[33,11,31,40]$ for the entire empirical process. These results have applications to uniform confidence bands in nonparametric regression; see, e.g., [26].

The rest of the paper is organized as follows. In Section 2 we give the results on Gaussian approximation and associated comparison theorems. In Section 3 we give the results on Gaussian comparison and associated multiplier comparison theorems. In Section 4 we provide the results on the multiplier bootstrap. In Sections 5, 6, and 7 we consider the three substantive applications. Appendices contain proofs for each of the sections, with Appendix A stating auxiliary tools and lemmas.
1.1. Notation. Throughout the paper, $\mathbb{E}_{n}[\cdot]$ denotes the average over index $1 \leqslant i \leqslant n$, i.e., it simply abbreviates the notation $n^{-1} \sum_{i=1}^{n}[\cdot]$. For example, $\mathbb{E}_{n}\left[x_{i j}^{2}\right]=n^{-1} \sum_{i=1}^{n} x_{i j}^{2}$. In addition, $\overline{\mathrm{E}}[\cdot]=\mathbb{E}_{n}[\mathrm{E}[\cdot]]$. For example, $\overline{\mathrm{E}}\left[x_{i j}^{2}\right]=n^{-1} \sum_{i=1}^{n} \mathrm{E}\left[x_{i j}^{2}\right]$. For a function $f: \mathbb{R} \rightarrow \mathbb{R}$, we write $\partial^{k} f(x)=\partial^{k} f(x) / \partial x^{k}$ for nonnegative integer $k$; for a function $f: \mathbb{R}^{p} \rightarrow \mathbb{R}$, we write $\partial_{j} f(x)=\partial f(x) / \partial x_{j}$ for $j=1, \ldots, p$, where $x=\left(x_{1}, \ldots, x_{p}\right)^{\prime}$. Denote by $C^{k}(\mathbb{R})$ the class of $k$ times continuously differentiable functions from $\mathbb{R}$ to itself, and denote by $C_{b}^{k}(\mathbb{R})$ the class of all functions $f \in C^{k}(\mathbb{R})$ such that $\sup _{z \in \mathbb{R}}\left|\partial^{j} f(z)\right|<\infty$ for $j=0, \ldots, k$. We write $a \lesssim b$ if $a$ is smaller than or equal to $b$ up to a universal positive constant. For a given parameter $q$, we also write $a \lesssim_{q} b$ if there is a constant $C=C(q)$ depending only on $q$ such that $a \leqslant C b$. The same rule applies when there are multiple parameters. For example, we will sometime write " $a \lesssim c_{1}, C_{1} b$ ", and this means that there exists a constant $C>0$ depending only on $c_{1}$ and $C_{1}$ such that $a \leqslant C b$.

## 2. Central Limit Theorems for Maxima of Non-Gaussian Sums

2.1. Comparison Theorems and Non-Asymptotic Gaussian Approximations. Let $x_{i}=\left(x_{i j}\right)_{j=1}^{p}$ be a zero-mean $p$-vector of random variables and let $y_{i}=\left(y_{i j}\right)_{j=1}^{p}$ be a $p$-vector of Gaussian random variables such that

$$
y_{i} \sim N\left(0, \mathrm{E}\left[x_{i} x_{i}^{\prime}\right]\right)
$$

Consider sequences $\left(x_{i}\right)_{i=1}^{n}$ and $\left(y_{i}\right)_{i=1}^{n}$ of independent vectors, where independence holds across the $i$ index. Let

$$
X:=\left(X_{1}, \ldots, X_{p}\right)^{\prime}:=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} x_{i} \text { and } Y:=\left(Y_{1}, \ldots, Y_{p}\right)^{\prime}:=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} y_{i}
$$

The purpose of this section is to compare and bound the difference between the expectations and distribution functions of the non-Gaussian to the Gaussian maxima:

$$
\max _{1 \leqslant j \leqslant p} X_{j} \text { and } \max _{1 \leqslant j \leqslant p} Y_{j}
$$

This problem is of intrinsic difficulty since the maximum function $z=$ $\left(z_{1}, \ldots, z_{p}\right)^{\prime} \mapsto \max _{1 \leqslant j \leqslant p} z_{j}$ is non-differentiable. To circumvent the problem, we use a smooth approximation of the maximum function.

For $z=\left(z_{1}, \ldots, z_{p}\right)^{\prime} \in \mathbb{R}^{p}$, consider the function:

$$
F_{\beta}(z):=\beta^{-1} \log \left(\sum_{j=1}^{p} \exp \left(\beta z_{j}\right)\right)
$$

which approximates the maximum function, where $\beta>0$ is the smoothing parameter that controls the level of approximation (we call this function the
"smooth max function"). Indeed, an elementary calculation shows that for all $z \in \mathbb{R}^{p}$,

$$
\begin{equation*}
0 \leqslant F_{\beta}(z)-\max _{1 \leqslant j \leqslant p} z_{j} \leqslant \beta^{-1} \log p \tag{5}
\end{equation*}
$$

This smooth max function arises in the definition of "free energy" in spin glasses, see, e.g. [45].

We start with the following "warm-up" theorem that conveys main features and ideas of the proof. Here and in what follows, for a smooth function $g: \mathbb{R} \rightarrow \mathbb{R}$, write

$$
G_{k}:=\sup _{z \in \mathbb{R}}\left|\partial^{k} g(z)\right|, \quad k \geqslant 0
$$

Theorem 2.1 (Comparison of Gaussian to Non-Gaussian Maxima, I). For every $g \in C_{b}^{3}(\mathbb{R})$ and every $\beta>0$,

$$
\begin{aligned}
& \left|\mathrm{E}\left[g\left(F_{\beta}(X)\right)-g\left(F_{\beta}(Y)\right)\right]\right| \\
& \quad \lesssim\left(G_{3}+G_{2} \beta+G_{1} \beta^{2}\right) \overline{\mathrm{E}}\left[\max _{1 \leqslant j \leqslant p}\left(\left|x_{i j}\right|^{3}+\left|y_{i j}\right|^{3}\right)\right] / \sqrt{n}
\end{aligned}
$$

and hence

$$
\begin{aligned}
& \left|\mathrm{E}\left[g\left(\max _{1 \leqslant j \leqslant p} X_{j}\right)-g\left(\max _{1 \leqslant j \leqslant p} Y\right)\right]\right| \\
& \quad \lesssim\left(G_{3}+G_{2} \beta+G_{1} \beta^{2}\right) \overline{\mathrm{E}}\left[\max _{1 \leqslant j \leqslant p}\left(\left|x_{i j}\right|^{3}+\left|y_{i j}\right|^{3}\right)\right] / \sqrt{n}+\beta^{-1} G_{1} \log p
\end{aligned}
$$

The theorem first bounds the difference between the expectations of functions of the smooth max functions, and then bounds the difference between the expectations of functions of the original maxima.

To state the next result we need the following anti-concentration lemma.
Lemma 2.1 (Anti-Concentration). Let $\xi_{1}, \ldots, \xi_{p}$ be (not necessarily independent) $N\left(0, \sigma_{j}^{2}\right)$ random variables $(p \geqslant 2)$ with $\sigma_{j}^{2}>0$ for all $1 \leqslant j \leqslant p$. Let $\underline{\sigma}=\min _{1 \leqslant j \leqslant p} \sigma_{j}$ and $\bar{\sigma}=\max _{1 \leqslant j \leqslant p} \sigma_{j}$. Then for every $u \in(0,1)$,

$$
\sup _{z \in \mathbb{R}} \mathrm{P}\left(\left|\max _{1 \leqslant j \leqslant p} \xi_{j}-z\right| \leqslant u\right) \lesssim \underline{\sigma, \bar{\sigma}} u \sqrt{\log (p / u)}
$$

When $\sigma_{j}$ are all equal, $\sqrt{\log (p / u)}$ on the right side can be replaced by $\sqrt{\log p}$.
The lemma is a special case of Theorem 1 in [18]. Combining Theorem 2.1 and Lemma 2.1 leads to a bound on the Kolmogorov-Smirnov distance between the distribution functions of $\max _{1 \leqslant j \leqslant p} X_{j}$ and $\max _{1 \leqslant j \leqslant p} Y_{j}$.

Corollary 2.1 (Central Limit Theorem, I). Suppose that there are some constants $c_{1}>0$ and $C_{1}>0$ such that $c_{1} \leqslant \overline{\mathrm{E}}\left[x_{i j}^{2}\right] \leqslant C_{1}$ for all $1 \leqslant j \leqslant p$.

Then

$$
\begin{aligned}
\rho:=\sup _{t \in \mathbb{R}} \mid \mathrm{P}\left(\max _{1 \leqslant j \leqslant p}\right. & \left.X_{j} \leqslant t\right)-\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} Y_{j} \leqslant t\right) \mid \\
& \lesssim_{c_{1}, C_{1}}(\log (p n))^{7 / 8} \overline{\mathrm{E}}\left[\max _{1 \leqslant j \leqslant p}\left(\left|x_{i j}\right|^{3}+\left|y_{i j}\right|^{3}\right) / \sqrt{n}\right]^{1 / 4} .
\end{aligned}
$$

Comment 2.1 (Main qualitative feature: logarithmic dependence on $p$ ). It is well known since the work of [22] that the discrete empirical process can be approximated by the Gaussian process with the same covariance functions with the error bound depending polynomially on $p$. In many cases, however, the main interest is in approximating the supremum of the process, and the approximation of the whole process is not required. Theorem 2.1 and Corollary 2.1 imply that the error of approximating the supremum of the empirical process by the supremum of the Gaussian process depends on $p$ only through slowly growing, logarithmic term $\log p$. This is the main qualitative feature of all results presented in this paper.

While Theorem 2.1 and Corollary 2.1 convey an important qualitative aspect of the problem and admit easy-to-grasp proofs, an important disadvantage of these results is that the bounds depend on the maximum over $1 \leqslant j \leqslant p$ inside the expectation:

$$
\overline{\mathrm{E}}\left[\max _{1 \leqslant j \leqslant p}\left(\left|x_{i j}\right|^{3}+\left|y_{i j}\right|^{3}\right) / \sqrt{n}\right]
$$

which may be unnecessarily large in some applications. Using a truncation method in conjunction with the proof strategy of Theorem 2.1, we show in Theorem 2.2 below that we can take the maximum out of the expectation, and hence replace the above term by

$$
\max _{1 \leqslant j \leqslant p} \overline{\mathrm{E}}\left[\left(\left|x_{i j}\right|^{3}+\left|y_{i j}\right|^{3}\right) / \sqrt{n}\right] .
$$

This greatly improves the bound appearing in Theorem 2.1 and Corollary 2.1 in some applications. The improvement here comes at a cost of a more involved statement and more delicate regularity conditions involving parameters used in the truncation method.

The truncation method we employ is described as follows. Given a threshold level $u>0$, define a truncated version of $x_{i j}$ by

$$
\begin{equation*}
\tilde{x}_{i j}=x_{i j} 1\left\{\left|x_{i j}\right| \leqslant u \sqrt{\mathrm{E}\left[x_{i j}^{2}\right]}\right\}-\mathrm{E}\left[x_{i j} 1\left\{\left|x_{i j}\right| \leqslant u \sqrt{\mathrm{E}\left[x_{i j}^{2}\right]}\right\}\right] \tag{6}
\end{equation*}
$$

Let $\varphi(u)$ be the infimum, which is attained, over all numbers $\varphi \geqslant 0$ such that for all $1 \leqslant j \leqslant p$ and $1 \leqslant i \leqslant n$,

$$
\begin{equation*}
\left(\mathrm{E}\left[x_{i j}^{2} 1\left\{\left|x_{i j}\right|>u \sqrt{\mathrm{E}\left[x_{i j}^{2}\right]}\right\}\right]\right)^{1 / 2} \leqslant \sqrt{\mathrm{E}\left[\left(x_{i j}\right)^{2}\right]} \varphi \tag{7}
\end{equation*}
$$

Note that the function $\varphi(u)$ is right-continuous. Finally, given a parameter $\gamma \in(0,1)$, define $\delta(u, \gamma)$ as the infimum, which is attained, over all $\delta \geqslant 0$ such that with probability at least $1-\gamma$, for all $1 \leqslant j \leqslant p$,

$$
\begin{equation*}
\sqrt{\mathbb{E}_{n}\left[\left(x_{i j}-\tilde{x}_{i j}\right)^{2}\right]} \leqslant \sqrt{\overline{\mathrm{E}}\left[\left(x_{i j}\right)^{2}\right]} \varphi(u)(1+\delta) . \tag{8}
\end{equation*}
$$

The truncation construction is done so as to invoke sub-Gaussian tail inequalities for self-normalized sums (see Lemma A.8).

Comment 2.2 (On truncation). To illustrate the truncation method at work, consider the following trivial examples.
(a) Suppose $x_{i j}$ are zero-mean and bounded from above in absolute value by a positive constant $C_{1}>0$ for all $1 \leqslant i \leqslant n$ and $1 \leqslant j \leqslant p$. Let $u=C_{1} / \min _{i, j} \sqrt{\mathrm{E}\left[x_{i j}^{2}\right]}$. Then $\varphi(u)=0$ and $\delta(u, \gamma)=0$ for all $\gamma \in(0,1)$.
(b) Suppose that $x_{i j}$ are zero-mean sub-Gaussian with parameter $C_{1}>0$, i.e., $\mathrm{P}\left(\left|x_{i j}\right| \geqslant u\right) \leqslant \exp \left(1-u^{2} / C_{1}^{2}\right)$ for all $u \geqslant 0$, and $\mathrm{E}\left[x_{i j}^{2}\right]>0$ uniformly over $1 \leqslant i \leqslant n$ and $1 \leqslant j \leqslant p$. Take $u=C_{2}(\log (p n))^{1 / 2}$ for a sufficiently large constant $C_{2}>0$, and $\gamma=1 / n$. Then by Lemma A. 9 in the Appendix, $\varphi(u) \leqslant 1 /(p n)^{2}$. By the union bound, with probability at least $1-\gamma$, $\left|x_{i j}\right| \leqslant u\left(\mathrm{E}\left[x_{i j}^{2}\right]\right)^{1 / 2}$ for all $1 \leqslant i \leqslant n$ and $1 \leqslant j \leqslant p$, so that $\delta(u, \gamma)=0$.

Define

$$
M_{2}:=\max _{1 \leqslant j \leqslant p}\left(\overline{\mathrm{E}}\left[x_{i j}^{2}\right]\right)^{1 / 2} \text { and } M_{3}:=\max _{1 \leqslant j \leqslant p}\left(\overline{\mathrm{E}}\left[x_{i j}^{3}\right]\right)^{1 / 3} .
$$

Let $\phi(z)$ and $\Phi(z)$ denote the density and distribution functions of the standard Gaussian distribution, respectively. Also define $\varphi_{N}(u) \geqslant 0$ by

$$
\varphi_{N}^{2}(u)=\int_{|z| \geqslant u} z^{2} \phi(z) d z .
$$

An elementary calculation leads to

$$
\varphi_{N}^{2}(u) \leqslant\left(u^{2}+2\right) \exp \left(1-u^{2} / 2\right) .
$$

See Lemma A.9. Here is the main theorem of this section.
Theorem 2.2 (Comparison of Gaussian to Non-Gaussian Maxima, II). Let $\beta>0, u>0$ and $\gamma \in(0,1)$ be such that $2 \sqrt{2} u \beta / \sqrt{n} \leqslant 1$ and $u \geqslant$ $\sqrt{2 \log (2 p n / \gamma)}$. Then for every $g \in C_{b}^{3}(\mathbb{R})$,

$$
\left|\mathrm{E}\left[g\left(F_{\beta}(X)\right)-g\left(F_{\beta}(Y)\right)\right]\right| \lesssim D_{n}(g, \beta, u, \gamma),
$$

and hence

$$
\left|\mathrm{E}\left[g\left(\max _{1 \leqslant j \leqslant p} X_{j}\right)-g\left(\max _{1 \leqslant j \leqslant p} Y_{j}\right)\right]\right| \lesssim D_{n}(g, \beta, u, \gamma)+\beta^{-1} G_{1} \log p,
$$

where

$$
\begin{aligned}
D_{n}(g, \beta, u, \gamma):= & \left(G_{3}+G_{2} \beta+G_{1} \beta^{2}\right) M_{3}^{3} / \sqrt{n}+\left(G_{2}+\beta G_{1}\right) M_{2}^{2}\left(\varphi(u)+\varphi_{N}(u)\right) \\
& +G_{1} M_{2} \varphi(u)(1+\delta(u, \gamma)) \sqrt{\log (p / \gamma)}+G_{0} \gamma .
\end{aligned}
$$

Combining Theorem 2.2 and Lemma 2.1 (anti-concentration inequality) leads to a bound on the Kolmogorov-Smirnov distance between the distribution functions of $\max _{1 \leqslant j \leqslant p} X_{j}$ and $\max _{1 \leqslant j \leqslant p} Y_{j}$. To state the bound on the Kolmogorov-Smirnov distance in a clean form, we prepare the additional notation. For a given $\gamma \in(0,1)$, let $u_{1}=n^{3 / 8} M_{3}^{3 / 4} /(\log (p n / \gamma))^{5 / 8}$, $u_{2}=\sqrt{2 \log (2 p n / \gamma)}$, and let $u_{3} \geqslant 0$ be the smallest number $u \geqslant 0$ such that

$$
\begin{equation*}
\sqrt{n}\left(\varphi(u)+\varphi_{N}(u)\right)^{1 / 3} \leqslant u(\log (p n / \gamma))^{5 / 6} . \tag{9}
\end{equation*}
$$

Note that $u_{3}$ is well-defined because both $\varphi(u)$ and $\varphi_{N}(u)$ are right-continuous and decreasing.

Corollary 2.2 (Central Limit Theorem, II). For a given $\gamma \in(0,1)$, determine $u_{1}, u_{2}$ and $u_{3}$ as described above. Let $u \geqslant u_{1} \vee u_{2} \vee u_{3}$. Suppose that there are some constants $0<c_{1}<C_{1}$ such that $c_{1} \leqslant \overline{\mathrm{E}}\left[x_{i j}^{2}\right] \leqslant C_{1}$ for all $1 \leqslant j \leqslant p$, and $\delta(u, \gamma) \leqslant C_{1}$. Then

$$
\begin{aligned}
\rho:=\sup _{t \in \mathbb{R}} \mid \mathrm{P}\left(\max _{1 \leqslant j \leqslant p} X_{j} \leqslant t\right)-\mathrm{P}\left(\max _{1 \leqslant j \leqslant p}\right. & \left.Y_{j} \leqslant t\right) \mid \\
& \lesssim_{c_{1}, C_{1}} u(\log (p n / \gamma))^{3 / 2} / \sqrt{n}+\gamma .
\end{aligned}
$$

2.2. Examples of Applications. The purpose of this subsection is to obtain bounds on $\rho$ for various leading examples frequently encountered in applications. Under primitive conditions, it will be shown that the error $\rho$ converges to zero at least at a polynomial rate with respect to the sample size $n$.

Let $c_{1}>0, c_{2}>0$ and $C_{1}>0$ be some constants, and let $B_{n}$ be a sequence of positive constants. We allow for the case where $B_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Suppose that one of the following conditions is satisfied for $x_{i j}$ uniformly in $1 \leqslant i \leqslant n, 1 \leqslant j \leqslant p$, and $n \geqslant 1$ :
(E.1) $\mathrm{P}\left(\left|x_{i j}\right| \geqslant u\right) \leqslant \exp \left(1-u^{2} / C_{1}\right)$ for all $u \geqslant 0$, and $\mathrm{E}\left[x_{i j}^{2}\right] \geqslant c_{1}$;
(E.2) $\overline{\mathrm{E}}\left[\max _{1 \leqslant j \leqslant p} x_{i j}^{4}\right] \leqslant C_{1}$ and $\mathrm{E}\left[x_{i j}^{2}\right] \geqslant c_{1}$;
(E.3) $\left|x_{i j}\right| \leqslant B_{n}$ and $\mathrm{E}\left[x_{i j}^{2}\right] \geqslant c_{1}$;
(E.4) $x_{i j}=z_{i j} \varepsilon_{i}$ with $\mathrm{P}\left(\left|\varepsilon_{i}\right| \geqslant u\right) \leqslant \exp \left(1-u^{2} / C_{1}\right), z_{i j}$ are nonstochastic, $\left|z_{i j}\right| \leqslant B_{n}, \mathbb{E}_{n}\left[z_{i j}^{2}\right]=1$, and $\mathrm{E}\left[\varepsilon_{i}^{2}\right] \geqslant c_{1} ;$
(E.5) $x_{i j}=z_{i j} \varepsilon_{i}$ with $\overline{\mathrm{E}}\left[\varepsilon_{i}^{4}\right] \leqslant C_{1}$, $z_{i j}$ are nonstochastic, $\left|z_{i j}\right| \leqslant B_{n}$, $\mathbb{E}_{n}\left[z_{i j}^{2}\right]=1$, and $\mathrm{E}\left[\varepsilon_{i}^{2}\right] \geqslant c_{1}$.
The last two cases cover examples that arise in high-dimensional regression, e.g. [12], which we shall revisit later in the paper. Interestingly, these cases are also connected to spin glasses, see e.g., [45] and [37] $\left(z_{i j}\right.$ can be interpreted as generalized products of "spins" and $\varepsilon_{i}$ as their random "interactions").

Corollary 2.3 (Central Limit Theorem in Leading Examples with Polynomial Error Bound). Suppose that $\mathrm{E}\left[x_{i j}\right]=0$ for all $1 \leqslant i \leqslant n$ and $1 \leqslant j \leqslant p$, and $\overline{\mathrm{E}}\left[x_{i j}^{2}\right] \leqslant C_{1}$ for all $1 \leqslant j \leqslant p$. Moreover, suppose that
one of the conditions E.1-5 is satisfied, where under conditions E.1-2, suppose that $(\log (p n))^{7} / n \leqslant C_{1} n^{-c_{2}}$; and under conditions E.3-5, suppose that $(\log (p n))^{7} B_{n}^{2} / n \leqslant C_{1} n^{-c_{2}}$. Then there exist constants $c>0$ and $C>0$ depending only on $c_{1}, c_{2}$ and $C_{1}$ such that

$$
\sup _{t \in \mathbb{R}}\left|\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} X_{j} \leqslant t\right)-\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} Y_{j} \leqslant t\right)\right| \leqslant C n^{-c} .
$$

## 3. Gaussian Comparisons and Multiplier Theorems

3.1. A Gaussian-to-Gaussian Comparison Theorem. Let $V$ and $Y$ be zero-mean Gaussian random $p$-vectors with covariance matrices $\Sigma^{V}$ and $\Sigma^{Y}$, respectively. The purpose of this section is to give an error bound on the difference of the expectations of smooth functions and the distribution functions of

$$
\max _{1 \leqslant j \leqslant p} V_{j} \text { and } \max _{1 \leqslant j \leqslant p} Y_{j}
$$

in terms of $p$ and

$$
\Delta_{0}:=\max _{1 \leqslant j, k \leqslant p}\left|\Sigma_{j k}^{V}-\Sigma_{j k}^{Y}\right|
$$

Recall that for a smooth function $g: \mathbb{R} \rightarrow \mathbb{R}$, we write $G_{k}:=\sup _{z \in \mathbb{R}}\left|\partial^{k} g(z)\right|$. Let $F_{\beta}$ be the smooth max function defined in the previous section.

Theorem 3.1 (Comparison of Gaussian Maxima). For every $g \in C_{b}^{2}(\mathbb{R})$ and every $\beta>0$,

$$
\left|\mathrm{E}\left[g\left(F_{\beta}(V)\right)-g\left(F_{\beta}(Y)\right)\right]\right| \leqslant\left(G_{2} / 2+\beta G_{1}\right) \Delta_{0}
$$

and hence

$$
\left|\mathrm{E}\left[g\left(\max _{1 \leqslant j \leqslant p} V_{j}\right)-g\left(\max _{1 \leqslant j \leqslant p} Y_{j}\right)\right]\right| \leqslant\left(G_{2} / 2+\beta G_{1}\right) \Delta_{0}+2 \beta^{-1} G_{1} \log p .
$$

Comment 3.1. Minimizing the second bound in $\beta$ gives

$$
\left|\mathrm{E}\left[g\left(\max _{1 \leqslant j \leqslant p} V_{j}\right)-g\left(\max _{1 \leqslant j \leqslant p} Y_{j}\right)\right]\right| \leqslant G_{2} \Delta_{0} / 2+2 G_{1} \sqrt{2 \Delta_{0} \log p} .
$$

This result extends the work of [14], which derived the following SudakovFernique type bound on the difference of the expectations of the Gaussian maxima:

$$
\left|\mathrm{E}\left[\max _{1 \leqslant j \leqslant p} V_{j}\right]-\mathrm{E}\left[\max _{1 \leqslant j \leqslant p} Y_{j}\right]\right| \leqslant 2 \sqrt{2 \Delta_{0} \log p}
$$

Here we give bounds on the expectations of functions of Gaussian maxima, which can be converted into bounds on the difference of the distribution functions of Gaussian maxima, by taking $g$ as a smooth approximation to the indicator function. A slightly finer bound can be also obtained; see equation (24).

Corollary 3.1 (Comparison of Distributions of Gaussian Maxima). Suppose that there are some constants $0<c_{1}<C_{1}$ such that $c_{1} \leqslant \Sigma_{j j}^{Y} \leqslant C_{1}$ for all $1 \leqslant j \leqslant p$. Moreover, suppose that $\Delta_{0} \leqslant 1$. Then

$$
\sup _{t \in \mathbb{R}}\left|\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} V_{j} \leqslant t\right)-\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} Y_{j} \leqslant t\right)\right| \lesssim c_{1}, C_{1} \Delta_{0}^{1 / 3}\left(\log \left(p / \Delta_{0}\right)\right)^{2 / 3} .
$$

Comment 3.2. The main contribution of this corollary is that the bound on the Kolmogorov-Smirnov distance between the maxima of Gaussian random $p$-vectors depends on $p$ only through slowly growing $\log p$.
3.2. Gaussian Multiplier Theorem. Let $\left(x_{i}\right)_{i=1}^{n}$ be a sequence of zeromean $p$-vector of random variables where $x_{i}=\left(x_{i j}\right)_{j=1}^{p}$, and let $\left(e_{i}\right)_{i=1}^{n}$ be a sequence of $N(0,1)$ random variables independent of $\left(x_{i}\right)_{i=1}^{n}$. Recall that we have defined

$$
T_{0}=\max _{1 \leqslant j \leqslant p} \sum_{i=1}^{n} x_{i j} / \sqrt{n} \quad \text { and } \quad W_{0}=\max _{1 \leqslant j \leqslant p} \sum_{i=1}^{n} x_{i j} e_{i} / \sqrt{n} .
$$

In this section, we derive the Kolmogorov-Smirnov distance between $T_{0}$ and $W_{0}$ where the distribution of $W_{0}$ is taken conditional on $\left(x_{i}\right)_{i=1}^{n}$. We show that the key quantity driving the difference between the two quantities is the maximum difference between empirical and population covariance matrices:

$$
\Delta=\max _{1 \leqslant j, k \leqslant p}\left|\mathbb{E}_{n}\left[x_{i j} x_{i k}\right]-\overline{\mathrm{E}}\left[x_{i j} x_{i k}\right]\right| .
$$

Another key quantity is

$$
\rho=\sup _{t \in \mathbb{R}}\left|\mathrm{P}\left(T_{0} \leqslant t\right)-\mathrm{P}\left(Z_{0} \leqslant t\right)\right|,
$$

where $Z_{0}=\max _{1 \leqslant j \leqslant p} \sum_{i=1}^{n} y_{i j} / \sqrt{n}$ and $y=\left(y_{i}\right)_{i=1}^{n}$ is a sequence of independent $N\left(0, \mathrm{E}\left[x_{i} x_{i}^{\prime}\right]\right)$ vectors.

Corollary 3.2 (Comparison of conditional Gaussian to non-Gaussian maxima). Suppose that there are some constants $0<c_{1}<C_{1}$ such that $c_{1} \leqslant$ $\overline{\mathrm{E}}\left[x_{i j}^{2}\right] \leqslant C_{1}$ for all $1 \leqslant j \leqslant p$. Then there exists a constant $C>0$ depending only on $c_{1}$ and $C_{1}$ such that for every $\vartheta \in\left(0, e^{-2}\right)$, with probability at least $\mathrm{P}(\Delta \leqslant \vartheta)$,

$$
\sup _{t \in \mathbb{R}}\left|\mathrm{P}\left(T_{0} \leqslant t\right)-\mathrm{P}_{e}\left(W_{0} \leqslant t\right)\right| \leqslant \rho+C \vartheta^{1 / 3}(\log (p / \vartheta))^{2 / 3} .
$$

Comment 3.3. Corollary 3.2 can be viewed as a set of new symmetrization inequalities with an explicit error bound. In the asymptotic regime where we can make the error bound asymptotically negligible, Corollary 3.2 provides a multiplier central limit theorem.

## 4. Multiplier Bootstrap

4.1. Multiplier Bootstrap Theorems. Suppose that we have a dataset $\left(x_{i}\right)_{i=1}^{n}$ consisting of $n$ independent zero-mean random $p$-vectors $x_{i}$. In this section we are interested in approximating quantiles of

$$
\begin{equation*}
T_{0}=\max _{1 \leqslant j \leqslant p} \sum_{i=1}^{n} x_{i} / \sqrt{n} \tag{10}
\end{equation*}
$$

using the multiplier bootstrap method. More precisely, let $\left(e_{i}\right)_{i=1}^{n}$ be an i.i.d. sequence of $N(0,1)$ random variables independent of $\left(x_{i}\right)_{i=1}^{n}$, and let

$$
\begin{equation*}
W_{0}=\max _{1 \leqslant j \leqslant p} \sum_{i=1}^{n} x_{i j} e_{i} / \sqrt{n} \tag{11}
\end{equation*}
$$

Then we define the multiplier bootstrap estimator of the $\alpha$-quantile of $T_{0}$ as the conditional $\alpha$-quantile of $W_{0}$ given $\left(x_{i}\right)_{i=1}^{n}$, i.e.,

$$
c_{W_{0}}(\alpha):=\inf \left\{t \in \mathbb{R}: \mathrm{P}_{e}\left(W_{0} \leqslant t\right) \geqslant \alpha\right\}
$$

where $\mathrm{P}_{e}$ is the probability measure induced by the multiplier variables $\left(e_{i}\right)_{i=1}^{n}$ holding $\left(x_{i}\right)_{i=1}^{n}$ fixed (i.e., $\left.\mathrm{P}_{e}\left(W_{0} \leqslant t\right)=\mathrm{P}\left(W_{0} \leqslant t \mid\left(x_{i}\right)_{i=1}^{n}\right)\right)$. The multiplier bootstrap theorem below provides a non-asymptotic bound on the bootstrap estimation error:

$$
\left|\mathrm{P}\left(T_{0} \leqslant c_{W_{0}}(\alpha)\right)-\alpha\right|
$$

Before presenting the theorem, we first give a simple lemma that is used in the proof of the theorem. The lemma is also useful for power analysis. Define

$$
c_{Z_{0}}(\alpha):=\inf \left\{t \in \mathbb{R}: \mathrm{P}\left(Z_{0} \leqslant t\right) \geqslant \alpha\right\}
$$

where $Z_{0}=\max _{1 \leqslant j \leqslant p} \sum_{i=1}^{n} y_{i j} / \sqrt{n}$ and $y=\left(y_{i}\right)_{i=1}^{n}$ is a sequence of independent $N\left(0, \mathrm{E}\left[x_{i} x_{i}^{\prime}\right]\right)$ vectors. Recall that

$$
\Delta=\max _{1 \leqslant j, k \leqslant p}\left|\mathbb{E}_{n}\left[x_{i j} x_{i k}\right]-\overline{\mathrm{E}}\left[x_{i j} x_{i k}\right]\right|
$$

Lemma 4.1 (Comparison of Quantiles, I). Suppose that there are some constants $0<c_{1}<C_{1}$ such that $c_{1} \leqslant \overline{\mathrm{E}}\left[x_{i j}^{2}\right] \leqslant C_{1}$ for all $1 \leqslant j \leqslant p$. Then for every $\vartheta \in\left(0, e^{-2}\right)$ and $\alpha \in(0,1)$,

$$
\begin{aligned}
& \mathrm{P}\left(c_{W_{0}}(\alpha) \leqslant c_{Z_{0}}(\alpha+v(\vartheta))\right) \geqslant \mathrm{P}(\Delta \leqslant \vartheta) \\
& \mathrm{P}\left(c_{Z_{0}}(\alpha) \leqslant c_{W_{0}}(\alpha+v(\vartheta))\right) \geqslant \mathrm{P}(\Delta \leqslant \vartheta)
\end{aligned}
$$

where $v(\vartheta):=C_{2} \vartheta^{1 / 3}(\log (p / \vartheta))^{2 / 3}$ and $C_{2}>0$ is a constant depending only on $c_{1}$ and $C_{1}$.

Recall that

$$
\rho=\sup _{t \in \mathbb{R}}\left|\mathrm{P}\left(T_{0} \leqslant t\right)-\mathrm{P}\left(Z_{0} \leqslant t\right)\right|
$$

We are now in position to state the main theorem of this section.

Theorem 4.1 (Validity of Multiplier Bootstrap, I). Suppose that there are some constants $0<c_{1}<C_{1}$ such that $c_{1} \leqslant \overline{\mathrm{E}}\left[x_{i j}^{2}\right] \leqslant C_{1}$ for all $1 \leqslant j \leqslant p$. Then for every $\vartheta \in\left(0, e^{-2}\right)$,

$$
\sup _{\alpha \in(0,1)}\left|\mathrm{P}\left(T_{0} \leqslant c_{W_{0}}(\alpha)\right)-\alpha\right| \leqslant \rho+C_{2} \vartheta^{1 / 3}(\log (p / \vartheta))^{2 / 3}+\mathrm{P}(\Delta>\vartheta),
$$

where $C_{2}>0$ is a constant that appears in Lemma 4.1.
Theorem 4.1 provides a useful result for the case where the statistics are maxima of exact averages. There are many applications, however, where the relevant statistics arise as maxima of approximate averages. The following result shows that the theorem continues to apply if the approximation error of the relevant statistic by a maximum of an exact average can be suitably controlled. Specifically, suppose that a statistic of interest, say $T=T\left(x_{1} \ldots, x_{n}\right)$ which may not be of the form (10), can be approximated by $T_{0}$ of the form (10), and that the multiplier bootstrap is performed on a statistic $W=W\left(x_{1}, \ldots, x_{n}, e_{1}, \ldots, e_{n}\right)$, which may be different from (11) but still can be approximated by $W_{0}$ of the form (11). The "approximation" here is the following sense: there exist $\zeta_{1} \geqslant 0$ and $\zeta_{2} \geqslant 0$, depending on $n$ (and typically $\zeta_{1} \rightarrow 0, \zeta_{2} \rightarrow 0$ as $n \rightarrow \infty$ ), such that

$$
\begin{align*}
& \mathrm{P}\left(\left|T-T_{0}\right|>\zeta_{1}\right)<\zeta_{2}  \tag{12}\\
& \mathrm{P}\left(\mathrm{P}_{e}\left(\left|W-W_{0}\right|>\zeta_{1}\right)>\zeta_{2}\right)<\zeta_{2} \tag{13}
\end{align*}
$$

We use the $\alpha$-quantile of $W=W\left(x_{1}, \ldots, x_{n}, e_{1}, \ldots, e_{n}\right)$, computed conditional on $\left(x_{i}\right)_{i=1}^{n}$ :

$$
c_{W}(\alpha):=\inf \left\{t \in \mathbb{R}: \mathrm{P}_{e}(W \leqslant t) \geqslant \alpha\right\},
$$

as an estimate of the $\alpha$-quantile of $T$. We are interested in establishing that the bootstrap estimation error approaches zero.

The following lemma will be helpful. The lemma is also useful for power analysis.

Lemma 4.2 (Comparison of Quantiles, II). Suppose that condition (13) is satisfied. Then for every $\alpha \in(0,1)$,

$$
\begin{aligned}
& \mathrm{P}\left(c_{W}(\alpha) \leqslant c_{W_{0}}\left(\alpha+\zeta_{2}\right)+\zeta_{1}\right) \geqslant 1-\zeta_{2}, \\
& \mathrm{P}\left(c_{W_{0}}(\alpha) \leqslant c_{W}\left(\alpha+\zeta_{2}\right)+\zeta_{1}\right) \geqslant 1-\zeta_{2} .
\end{aligned}
$$

Theorem 4.2 (Validity of Multiplier Bootstrap, II). Suppose that there are some constants $0<c_{1}<C_{1}$ such that $c_{1} \leqslant \overline{\mathrm{E}}\left[x_{i j}^{2}\right] \leqslant C_{1}$ for all $1 \leqslant j \leqslant p$. Moreover, suppose that conditions (12) and (13) are satisfied. Then for every $\vartheta \in\left(0, e^{-2}\right)$,

$$
\begin{aligned}
\sup _{\alpha \in(0,1)} & \left|\mathrm{P}\left(T \leqslant c_{W}(\alpha)\right)-\alpha\right| \\
& \leqslant \rho+C_{2} \vartheta^{1 / 3}(\log (p / \vartheta))^{2 / 3}+\mathrm{P}(\Delta>\vartheta)+C_{3} \zeta_{1} \sqrt{\log \left(p / \zeta_{1}\right)}+\zeta_{2},
\end{aligned}
$$

where $C_{2}>0$ is a constant that appears in Lemma 4.1, and $C_{3}>0$ is a constant depending only on $c_{1}$ and $C_{1}$.
4.2. Examples of Applications: Revisited. Here we revisit the examples in Section 2.2 and see how the multiplier bootstrap works for these leading examples. Let, as before, $c_{1}>0, c_{2}>0$ and $C_{1}>0$ be some constants, and let $B_{n}$ be a sequence of positive constants. Recall conditions E.1-5 in Section 2.2.

Corollary 4.1 (Multiplier Bootstrap in Leading Examples with Polynomial Error Bound). Suppose that $\mathrm{E}\left[x_{i j}\right]=0$ for all $1 \leqslant i \leqslant n$ and $1 \leqslant j \leqslant p$; $\overline{\mathrm{E}}\left[x_{i j}^{2}\right] \leqslant C_{1}$ for all $1 \leqslant j \leqslant p$; and conditions (12) and (13) are satisfied with $\zeta_{1} \sqrt{\log p}+\zeta_{2} \leqslant C_{1} n^{-c_{2}}$. Moreover, suppose that one of the conditions E.15 is satisfied, where under conditions E.1-2, suppose that $(\log (p n))^{7} / n \leqslant$ $C_{1} n^{-c_{2}}$; under conditions E.3-5, suppose that $(\log (p n))^{7} B_{n}^{2} / n \leqslant C_{1} n^{-c_{2}}$; and finally, under condition E.5, suppose that $(\log p)^{6} B_{n}^{4} / n \leqslant C_{1} n^{-c_{2}}$. Then there exist constants $c>0$ and $C>0$ depending only on $c_{1}, c_{2}$ and $C_{1}$ such that

$$
\sup _{\alpha \in(0,1)}\left|\mathrm{P}\left(T \leqslant c_{W}(\alpha)\right)-\alpha\right| \leqslant C n^{-c} .
$$

Comment 4.1. This corollary shows that the multiplier bootstrap is valid with a polynomial rate of accuracy for the significance level under very weak conditions. This is in contrast with the extremal theory of Gaussian processes that provides only a logarithmic rate of approximation (see, for example, [34]).

## 5. Application: Dantzig Selector in the Non-Gaussian Model

The purpose of this section is to demonstrate the case with which the CLT and the multiplier bootstrap theorem given in Corollaries 2.3 and 4.1 can be applied in important problems, dealing with a high-dimensional inference and estimation. We consider the Dantzig selector previously studied in the path-breaking works of [12] and [9] in a Gaussian setting and of [32] in a sub-Gaussian setting. Here we consider the non-Gaussian case, where the errors have only four bounded moments, and derive the performance bounds that are approximately as sharp as in the Gaussian model. We give results for both homoscedastic and heteroscedastic models.
5.1. Homoscedastic case. Let $\left(z_{i}, y_{i}\right)_{i=1}^{n}$ be a sample of independent observations where $z_{i}$ is a nonstochastic $p$-vector of regressors. We consider the model

$$
y_{i}=z_{i}^{\prime} \beta+\varepsilon_{i}, \quad \mathrm{E}\left[\varepsilon_{i}\right]=0, i=1, \ldots, n, \mathbb{E}_{n}\left[z_{i j}^{2}\right]=1, j=1, \ldots, p,
$$

where $y_{i}$ is a random scalar dependent variable, and the regressors are normalized to have unitary second moments. Here we consider the homoscedastic case:

$$
\mathrm{E}\left[\varepsilon_{i}^{2}\right]=\sigma^{2}, i=1, \ldots, n,
$$

where $\sigma$ is assumed to be known (for simplicity). We allow $p$ to be substantially larger than $n$. It is well known that a condition that gives a good performance for the Dantzig selector is that $\beta$ is sparse, namely $\|\beta\|_{0} \leqslant s \ll n$ (although this assumption will not be invoked below explicitly).

The aim is to estimate the vector $\beta$ in some semi-norms of interest: $\|\cdot\|_{I}$. For example, given an estimator $\widehat{\beta}$ the prediction semi-norm for $\delta=\widehat{\beta}-\beta$ is

$$
\|\delta\|_{\mathrm{pr}}=\sqrt{\mathbb{E}_{n}\left[\left(z_{i}^{\prime} \delta\right)^{2}\right]}
$$

or the $j$-th component seminorm for $\delta$ is

$$
\|\delta\|_{\mathrm{jc}}=\left|\delta_{j}\right|
$$

and so on. The label $I$ designates the name of a norm of interest.
The Dantzig selector is the estimator defined by

$$
\begin{equation*}
\widehat{\beta} \in \arg \min _{b \in \mathbb{R}^{p}}\|b\|_{\ell_{1}} \text { subject to } \sqrt{n} \max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[z_{i j}\left(y_{i}-z_{i}^{\prime} b\right)\right]\right| \leqslant \lambda, \tag{14}
\end{equation*}
$$

where $\|\beta\|_{\ell_{1}}=\sum_{j=1}^{p}\left|\beta_{j}\right|$ is the $\ell_{1}$-norm. An ideal choice of the penalty level $\lambda$ is meant to ensure that

$$
T_{0}:=\sqrt{n} \max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[z_{i j} \varepsilon_{i}\right]\right| \leqslant \lambda
$$

with a prescribed probability $1-\alpha$. Hence we would like to set penalty level $\lambda$ equal to

$$
c_{T_{0}}(1-\alpha):=(1-\alpha) \text {-quantile of } T_{0},
$$

(note that $z_{i}$ are treated as fixed). Indeed, this penalty would take into account the correlation amongst the regressors, thereby adapting the performance of the estimator to the design condition. We can approximate this quantity using the central limit theorems derived in Section 2. Specifically, let

$$
Z_{0}:=\sigma \sqrt{n} \max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[z_{i j} e_{i}\right]\right|
$$

where $e_{i}$ are i.i.d. $N(0,1)$ random variables independent of the data. We then estimate $c_{T_{0}}(1-\alpha)$ by

$$
c_{Z_{0}}(1-\alpha):=(1-\alpha) \text {-quantile of } Z_{0}
$$

Note that we can calculate $c_{Z_{0}}(1-\alpha)$ numerically with any specified precision by the simulation. (In a Gaussian model, design-adaptive penalty level $c_{Z_{0}}(1-\alpha)$ was proposed in [6], but its extension to non-Gaussian cases was not available up to now).

An alternative choice of the penalty level is given by

$$
c_{0}(1-\alpha):=\sigma \Phi^{-1}(1-\alpha / 2 p)
$$

which is the canonical choice; see [12] and [9]. Note that canonical choice $c_{0}(1-\alpha)$ disregards the correlation amongst the regressors, and is therefore more conservative than $c_{Z_{0}}(1-\alpha)$. Indeed, by the union bound, we see that

$$
c_{Z_{0}}(1-\alpha) \leqslant c_{0}(1-\alpha) .
$$

Our first result below shows that the either of the two penalty choices, $\lambda=c_{Z_{0}}(1-\alpha)$ or $\lambda=c_{0}(1-\alpha)$, are approximately valid under nonGaussian noise-under the mild moment assumption $\mathrm{E}\left[\varepsilon_{i}^{4}\right] \leqslant$ const. replacing the canonical Gaussian noise assumption. To derive this result we apply our CLT to $T_{0}$ to establish that the difference between distribution functions of $T_{0}$ and $Z_{0}$ approaches zero at polynomial speed. Indeed $T_{0}$ can be represented as a maximum of averages, $T_{0}=\max _{1 \leqslant k \leqslant 2 p} n^{-1 / 2} \sum_{i=1}^{n} \tilde{z}_{i k} \varepsilon_{i}$, for $\tilde{z}_{i}=\left(z_{i}^{\prime},-z_{i}^{\prime}\right)^{\prime}$, and therefore our CLT applies.

To derive the bound on estimation error $\|\delta\|_{I}$ in a seminorm of interest, we employ the following identifiability factor:

$$
\kappa_{I}(\beta):=\inf _{\delta \in \mathbb{R}^{p}}\left\{\max _{1 \leqslant j \leqslant p} \frac{\left|\mathbb{E}_{n}\left[z_{i j}\left(z_{i}^{\prime} \delta\right)\right]\right|}{\|\delta\|_{I}}: \delta \in \mathcal{R}(\beta),\|\delta\|_{I} \neq 0\right\}
$$

where $\mathcal{R}(\beta):=\left\{\delta \in \mathbb{R}^{p}:\|\beta+\delta\|_{\ell_{1}} \leqslant\|\beta\|_{\ell_{1}}\right\}$ is the restricted set; $\kappa_{I}(\beta)$ is defined as $\infty$ if $\mathcal{R}(\beta)=\{0\}$ (this happens if $\beta=0$ ). The factors summarize the impact of sparsity of true parameter value $\beta$ and the design on the identifiability of $\beta$ with respect to the norm $\|\cdot\|_{I}$.

Comment 5.1 (A comment on the identifiability factor $\kappa_{I}(\beta)$ ). The identifiability factors $\kappa_{I}(\beta)$ depend on the true parameter value $\beta$. This is not the main focus of this section, but we note that these factors represent a modest generalization of the cone invertibility factors and sensitivity characteristics defined in [46] and [25], which are known to be quite general. The main difference perhaps is the use of a norm of interest $\|\cdot\|_{I}$ instead of the $\ell_{q}$ norms and the use of smaller (non-conic) restricted set $\mathcal{R}(\beta)$ in the definition. It is useful to note for later comparisons that in the case of prediction norm $\|\cdot\|_{I}=\|\cdot\|_{\text {pr }}$ and under the exact sparsity assumption $\|\beta\|_{0} \leqslant s$, we have

$$
\begin{equation*}
\kappa_{\mathrm{pr}}(\beta) \geqslant 2^{-1} s^{-1 / 2} \kappa(s, 1) \tag{15}
\end{equation*}
$$

where $\kappa(s, 1)$ is the restricted eigenvalue defined in [9].
The following result states bounds on the estimation error for the Dantzig selector $\widehat{\beta}^{(0)}$ with canonical penalty level $\lambda=\lambda^{(0)}:=c_{0}(1-\alpha)$ and the Dantzig selector $\widehat{\beta}^{(1)}$ with design-adaptive penalty level $\lambda=\lambda^{(1)}:=c_{Z_{0}}(1-$ $\alpha)$.

Theorem 5.1 (Performance of Dantzig Selector in Non-Gaussian Model). Suppose that there are some constants $c_{1}>0, C_{1}>0$ and $\sigma^{2}>0$, and a sequence $B_{n}$ of positive constants such that for all $1 \leqslant i \leqslant n, 1 \leqslant j \leqslant p$, and $n \geqslant 1$ : (i) $\left|z_{i j}\right| \leqslant B_{n}$; (ii) $\mathbb{E}_{n}\left[z_{i j}^{2}\right]=1$; (iii) $\mathrm{E}\left[\varepsilon_{i}^{2}\right]=\sigma^{2}$; (iv) $\mathrm{E}\left[\left|\varepsilon_{i}\right|^{4}\right] \leqslant C_{1}$; and (v) $(\log (p n))^{7} B_{n}^{2} / n \leqslant C_{1} n^{-c_{1}}$. Then there exist constants $c>0$ and $C>0$ depending only on $c_{1}, C_{1}$ and $\sigma^{2}$ such that, with probability at least $1-\alpha-C n^{-c}$, for either $k=0$ or 1 ,

$$
\left\|\widehat{\beta}^{(k)}-\beta\right\|_{I} \leqslant \frac{2 \lambda^{(k)}}{\sqrt{n} \kappa_{I}(\beta)}
$$

The most important feature of this result is that it provides Gaussian-like conclusions (as explained below) in a model with non-Gaussian noise, having bounded fourth moment. Note however that the probabilistic guarantee is not $1-\alpha$ as, e.g., in [9], but rather $1-\alpha-C n^{-c}$, which reflects the cost of non-Gaussianity. In what follows we discuss details of this result. Note that the bound above holds for any semi-norm of interest $\|\cdot\|_{I}$.

Comment 5.2 (Improved Performance from Design-Adaptive Penalty Level). The use of the design-adaptive penalty level implies a better performance guarantee for $\widehat{\beta}^{(1)}$ over $\widehat{\beta}^{(0)}$. Indeed, we have

$$
\frac{2 c_{Z_{0}}(1-\alpha)}{\sqrt{n} \kappa_{I}(\beta)} \leqslant \frac{2 c_{0}(1-\alpha)}{\sqrt{n} \kappa_{I}(\beta)} .
$$

For example, in some designs, we can have $\sqrt{n} \max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[z_{i j} g_{i}\right]\right|=O_{\mathrm{P}}(1)$, so that $c_{Z_{0}}(1-\alpha)=O(1)$, whereas $c_{0}(1-\alpha)$ grows at the rate of $\sqrt{\log p}$. Thus, the performance guarantee provided by $\widehat{\beta}^{(1)}$ can be much better than that of $\widehat{\beta}^{(0)}$.

Comment 5.3 (Relation to the previous results under Gaussianity). To compare to the previous results obtained for the Gaussian settings, let us focus on the prediction norm and on estimator $\widehat{\beta}^{(1)}$ with penalty level $\lambda=$ $c_{Z_{0}}(1-\alpha)$. In this case, with probability at least $1-\alpha-C n^{-c}$,

$$
\begin{equation*}
\left\|\widehat{\beta}^{(1)}-\beta\right\|_{\mathrm{pr}} \leqslant \frac{2 c_{Z_{0}}(1-\alpha)}{\sqrt{n} \kappa_{\mathrm{pr}}(\beta)} \leqslant \frac{4 \sqrt{s} c_{0}(1-\alpha)}{\sqrt{n} \kappa(s, 1)} \leqslant \frac{4 \sqrt{s} \sqrt{2 \log (\alpha /(2 p))}}{\sqrt{n} \kappa(s, 1)} \tag{16}
\end{equation*}
$$

where the last bound is the same as in [9], Theorem 7.1, obtained for the Gaussian case. We recover the same (or tighter) upper bound without making the Gaussianity assumption on the errors. However, the probabilistic guarantee is not $1-\alpha$ as in [9], but rather $1-\alpha-C n^{-c}$, which is the cost of non-Gaussianity.

Comment 5.4 (Other refinements). Unrelated to the main theme of this paper, we can see from (16), that there is some tightening of the performance bound due to the use of the identifiability factor $\kappa_{\mathrm{pr}}(\beta)$ in place of the restricted eigenvalue $\kappa(s, 1)$; for example, if $p=2$ and $s=1$ and the two regressors are identical, then $\kappa_{\mathrm{pr}}(\beta)>0$, whereas $\kappa(1,1)=0$. There is also some tightening due to the use of $c_{Z_{0}}(1-\alpha)$ instead of $c_{0}(1-\alpha)$ as penalty level, as mentioned above.
5.2. Heteroscedastic case. We consider the same model as above, except now the assumption on the error becomes

$$
\sigma_{i}^{2}:=\mathrm{E}\left[\varepsilon_{i}^{2}\right] \leqslant \sigma^{2}, \quad i=1, \ldots, n,
$$

i.e., $\sigma^{2}$ is the upper bound on the conditional variance, and we assume that this bound is known (for simplicity). As before, ideally we would like to set penalty level $\lambda$ equal to

$$
c_{T_{0}}(1-\alpha):=(1-\alpha) \text {-quantile of } T_{0},
$$

(where $T_{0}$ is defined above, and we note that $z_{i}$ are treated as fixed). The CLT applies as before, namely the difference of the distribution functions of $T_{0}$ and its Gaussian analog $Z_{0}$ converges to zero. In this case, the Gaussian analog can be represented as

$$
Z_{0}:=\sqrt{n} \max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[z_{i j} \sigma_{i} e_{i}\right]\right| .
$$

Unlike in the homoscedastic case, the covariance structure is no longer known, since $\sigma_{i}$ are unknown and we can no longer calculate the quantiles of $Z_{0}$. However, we can estimate them using the following multiplier bootstrap procedure.

First, we estimate the residuals $\widehat{\varepsilon}_{i}=y_{i}-z_{i}^{\prime} \widehat{\beta}_{0}$ obtained from a preliminary Dantzig selector $\widehat{\beta}^{(0)}$ with the conservative penalty level $\lambda=\lambda_{0}:=c_{0}(1-$ $1 / n):=\sigma \Phi^{-1}(1-1 /(2 p n))$, where $\sigma^{2}$ here is the upper bound on the error variance assumed to be known. Let $\left(e_{i}\right)_{i=1}^{n}$ be an i.i.d. sequence of $N(0,1)$ random variables, and let

$$
W:=\sqrt{n} \max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[z_{i j} \widehat{\varepsilon}_{i} e_{i}\right]\right| .
$$

Then we estimate $c_{Z_{0}}(1-\alpha)$ by

$$
c_{W}(1-\alpha):=(1-\alpha) \text {-quantile of } W,
$$

defined conditional on data $\left(z_{i}, y_{i}\right)_{i=1}^{n}$. Note that $c_{W}(1-\alpha)$ can be calculated numerically with any specified precision by the simulation. Then we apply program (14) with $\lambda=\lambda_{1}=c_{W}(1-\alpha)$ to obtain $\widehat{\beta}^{(1)}$.
Theorem 5.2 (Performance of Dantzig in Non-Gaussian Model with Bootstrap Penalty Level). Suppose that there are some constants $c_{1}>0, C_{1}>$ $0, \underline{\sigma}^{2}>0$ and $\sigma^{2}>0$, and a sequence $B_{n}$ of positive constants such that for all $1 \leqslant i \leqslant n, 1 \leqslant j \leqslant p$, and $n \geqslant 1$ : (i) $\left|z_{i j}\right| \leqslant B_{n}$; (ii) $\mathbb{E}_{n}\left[z_{i j}^{2}\right]=1$; (iii) $\underline{\sigma}^{2} \leqslant \mathrm{E}\left[\varepsilon_{i}^{2}\right] \leqslant \sigma^{2}$; (iv) $\mathrm{E}\left[\left|\varepsilon_{i}\right|^{4}\right] \leqslant C_{1}$; (v) $(\log (p n))^{7} B_{n}^{4} / n \leqslant C_{1} n^{-c_{1}}$; and (vi) $(\log p) B_{n} c_{0}(1-1 / n) /\left(\sqrt{n} \kappa_{p r}(\beta)\right) \leqslant C_{1} n^{-c_{1}}$. Then there exist constants $c>0$ and $C>0$ depending only on $c_{1}, C_{1}, \underline{\sigma}^{2}$ and $\sigma^{2}$ such that, with probability at least $1-\alpha-\nu_{n}$ where $\nu_{n}=C n^{-c}$, we have

$$
\begin{equation*}
\left\|\widehat{\beta}^{(1)}-\beta\right\|_{I} \leqslant \frac{2 \lambda^{(1)}}{\sqrt{n} \kappa_{I}(\beta)} . \tag{17}
\end{equation*}
$$

Moreover, with probability at least $1-\nu_{n}$,

$$
\lambda^{(1)}=c_{W}(1-\alpha) \leqslant c_{Z_{0}}\left(1-\alpha+\nu_{n}\right),
$$

where $c_{Z_{0}}(1-a):=(1-a)$-quantile of $Z_{0}$; in particular $c_{Z_{0}}(1-a) \leqslant c_{0}(1-$ a).
5.3. Some Extensions. Here we comment on some additional potential applications.

Comment 5.5 (Confidence Sets). Note that bounds given in the preceding theorems can be used for inference on $\beta$ or components of $\beta$, given the
assumption $\kappa_{I}(\beta) \geqslant \kappa$, where $\kappa$ is a known constant. For example, consider inference on the $j$-th component $\beta_{j}$ of $\beta$. In this case, we set the norm of interest $\|\delta\|_{I}$ to be $\|\delta\|_{\text {jc }}=\left|\delta_{j}\right|$ on $\mathbb{R}^{p}$, and consider the corresponding identifiability factor $\kappa_{\mathrm{jc}}(\beta)$. Suppose it is known that $\kappa_{\mathrm{jc}}(\beta) \geqslant \kappa$. Then a ( $1-\alpha-C n^{-c}$ )-confidence interval for $\beta_{j}$ is given by

$$
\left\{b \in \mathbb{R}:\left|\widehat{\beta}_{j}^{(1)}-b\right| \leqslant 2 \lambda^{(1)} /(\sqrt{n} \kappa)\right\} .
$$

This confidence set is of interest, but it does require the investigator to make a stance on what a plausible $\kappa$ should be. We refer to [25] for possible ways of computing lower bounds on $\kappa$; there is also a work by [30], which provides computable lower bounds on related quantities.

Comment 5.6 (Generalization of Dantzig Selector). There are many interesting applications where the results given above apply. There are, for example, interesting works by [2] and [24] that consider related estimators that minimize a convex penalty subject to the multiresolution screening constraints. In the context of the regression problem studied above, such estimators may be defined as:

$$
\widehat{\beta} \in \arg \min _{b \in \mathbb{R}^{p}} J(b) \text { subject to } \sqrt{n} \max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[z_{i j}\left(y_{i}-z_{i}^{\prime} b\right)\right]\right| \leqslant \lambda,
$$

where $J$ is a convex penalty, and the constraint is used for multiresolution screening. For example, the Lasso estimator is nested by the above formulation by using $J(b)=\|b\|_{\mathrm{pr}}$, and the previous Dantzig selector by using $J(b)=\|b\|_{\ell_{1}}$. The estimators can be interpreted as a point in confidence set for $\beta$, which lies closest to zero under $J$-discrepancy. Our results on choosing $\lambda$ apply to this class of estimators, and the previous analysis also applies by redefining the identifiability factor $\kappa_{I}(\beta)$ relative to the new restricted set $\mathcal{R}(\beta):=\left\{\delta \in \mathbb{R}^{p}: J(\beta+\delta) \leqslant J(\beta)\right\}$; where $\kappa_{I}(\beta)$ is defined as $\infty$ if $\mathcal{R}(\beta)=\{0\}$.

## 6. Application: Multiple Hypothesis Testing

In this subsection, we study the problem of multiple hypothesis testing in the framework of multiple linear regressions. (Note that the problem of testing multiple means is a special case of testing multiple regressions.) We combine a general stepdown procedure described in [41] with the multiplier bootstrap developed in this paper. In contrast with [41], our results do not require weak convergence arguments, and, thus, can be applied to models with increasing numbers of both parameters and regressions. Notably, the number of regressions can be exponentially large in the sample size.

Let $\left(z_{i}, y_{i}\right)_{i=1}^{n}$ be a sample of independent observations where $z_{i}$ is a $p$ vector of nonstochastic covariates and $y_{i}$ is a $K$-vector of dependent random variables. For each $k=1, \ldots, K$, let $I_{k} \subset\{1, \ldots, p\}$ be a subset of covariates used in the $k$-th regression. Denote by $\left|I_{k}\right|=p_{k}$ the number of covariates in the $k$-th regression, and let $\bar{p}=\max _{1 \leqslant k \leqslant K} p_{k}$. Let $v_{i k}$ be a subvector of $z_{i}$ consisting of those elements of $z_{i}$ whose indices appear in $I_{k}: v_{i k}=$
$\left(z_{i j}\right)_{j \in I_{k}}$. We denote components of $v_{i k}$ by $v_{i k j}, j=1, \ldots, p_{k}$. Without loss of generality, we assume that $I_{k} \cap I_{k^{\prime}}=\varnothing$ for all $k \neq k^{\prime}$ and $\sum_{1 \leqslant k \leqslant K} p_{k}=p$. For each $k=1, \ldots, K$, consider the linear regression model

$$
y_{i k}=v_{i k}^{\prime} \beta_{k}+\varepsilon_{i k}, i=1, \ldots, n .
$$

where $\beta_{k} \in \mathbb{R}^{p_{k}}$ is an unknown parameter of interest, and $\left(\varepsilon_{i k}\right)_{i=1}^{n}$ is a sequence of independent zero-mean unobservable scalar random variables. We allow for triangular array asymptotics so that everything in the model, and, in particular, the number of regressions $K$ and the dimensions of the parameters $\beta_{k}$ and $p_{k}$, may depend on $n$. For brevity, however, we omit index $n$. We are interested in simultaneous testing the set of null hypotheses $H_{k j}: \beta_{k j}=0$ against the alternatives $H_{k j}^{\prime}: \beta_{k j} \neq 0,(k, j) \in \mathcal{W}_{0}$ for some set of pairs $\mathcal{W}_{0}$ where $\beta_{k j}$ denotes the $j$ th component of $\beta_{k}$, with the strong control of the family-wise error rate. In other words, we seek a procedure that would reject at least one true null hypothesis with probability not greater than $1-\alpha+o(1)$ uniformly over the set of true null hypotheses. More formally, let $\Omega$ be a set of all data generating processes, and $\omega$ be the true process. Each null hypothesis $H_{k j}$ is equivalent to $\omega \in \Omega_{k j}$ for some subset $\Omega_{k j}$ of $\Omega$. Let $\mathcal{W}$ denote the set of all pairs $(k, j)$ with $k=1, \ldots, K$ and $j=1, \ldots, p_{k}$ :

$$
\mathcal{W}=\left\{(k, j): k=1, \ldots, K ; j=1, \ldots, p_{k}\right\} .
$$

For a subset $w \subset \mathcal{W}$ let $\Omega^{w}=\left(\cap_{(k, j) \in w} \Omega_{k j}\right) \cap\left(\cap_{(k, j) \notin w} \Omega_{k j}^{c}\right)$ where $\Omega_{k j}^{c}=$ $\Omega \backslash \Omega_{k j}$. The strong control of the family-wise error rate means

## $\sup _{w \subset \mathcal{W}} \sup _{\omega \in \Omega^{w}} \mathrm{P}\left\{\right.$ reject at least one hypothesis among $\left.H_{k j},(k, j) \in w\right\}$

$$
\begin{equation*}
\leqslant \alpha+o(1) . \tag{18}
\end{equation*}
$$

This setting is clearly of interest in many empirical studies.
Our approach is based on the simultaneous analysis of $t$-statistics for each component $\beta_{k j}$. Let $x_{i k}=\left(\mathbb{E}_{n}\left[v_{i k} v_{i k}^{\prime}\right]\right)^{-1} v_{i k}$. Then the OLS estimator $\widehat{\beta}_{k}$ of $\beta_{k}$ is given by $\widehat{\beta}_{k}=\mathbb{E}_{n}\left[x_{i k} y_{i k}\right]$. The corresponding residuals are $\widehat{\varepsilon}_{i k}=$ $y_{i k}-v_{i k}^{\prime} \widehat{\beta}, i=1, \ldots, n$. Since $\left(x_{i k}\right)_{i=1}^{n}$ is nonstochastic, the covariance matrix of $\widehat{\beta}_{k}$ is given by $V\left(\widehat{\beta}_{k}\right)=\mathbb{E}_{n}\left[x_{i k} x_{i k}^{\prime} \sigma_{i k}^{2}\right] / n$ where $\sigma_{i k}^{2}=\mathrm{E}\left[\varepsilon_{i k}^{2}\right], i=1, \ldots, n$. The $t$-statistic for testing $H_{k j}$ against $H_{k j}^{\prime}$ is $t_{k j}:=\left|\widehat{\beta}_{k j}\right| / \sqrt{\widehat{V}\left(\widehat{\beta}_{k}\right)_{j j}}$ where $\widehat{V}\left(\widehat{\beta}_{k}\right)=\mathbb{E}_{n}\left[x_{i k} x_{i k}^{\prime} \widehat{\varepsilon}_{i k}^{2}\right] / n$. Also define

$$
t_{k j}^{0}:=\frac{\left|\sum_{i=1}^{n} x_{i k j} \varepsilon_{i k} / \sqrt{n}\right|}{\sqrt{\mathbb{E}_{n}\left[x_{i k j}^{2} \widehat{\varepsilon}_{i k}^{2}\right]}} .
$$

Note that $t_{k j}=t_{k j}^{0}$ under the hypothesis $H_{k j}$.
The stepdown procedure of [41] is described as follows. For a subset $w \subset \mathcal{W}$, let $c_{1-\alpha, w}$ be some estimator of the $(1-\alpha)$-quantile of $\max _{(k, j) \in w} t_{k j}^{0}$. On the first step, let $w(1)=\mathcal{W}_{0}$. Reject all hypotheses $H_{k j}$ satisfying
$t_{k j}>c_{1-\alpha, w(1)}$. If no null hypothesis is rejected, then stop. If some $H_{k j}$ are rejected, then let $w(2)$ be the set of all null hypotheses that were not rejected on the first step. On step $l \geqslant 2$, let $w(l) \subset \mathcal{W}$ be the subset of null hypotheses that were not rejected up to step $l$. Reject all hypotheses $H_{k j}$, $(k, j) \in w(l)$, satisfying $t_{k j}>c_{1-\alpha, w(l)}$. If no null hypothesis is rejected, then stop. If some $H_{k j}$ are rejected, then let $w(l+1)$ be the subset of all null hypotheses among $(k, j) \in w(l)$ that were not rejected. Proceed in this way until the algorithm stops.
[41] proved the following result. Suppose that $c_{1-\alpha, w}$ satisfies

$$
\begin{align*}
& c_{1-\alpha, w^{\prime}} \leqslant c_{1-\alpha, w^{\prime \prime}} \quad \text { whenever } w^{\prime} \subset w^{\prime \prime},  \tag{19}\\
& \sup _{w \subset \mathcal{W}} \sup _{\omega \in \Omega^{w}} \mathrm{P}\left(\max _{(k, j) \in w} t_{k j}^{0}>c_{1-\alpha, w}\right) \leqslant \alpha+o(1), \tag{20}
\end{align*}
$$

then inequality (18) holds. Indeed, let $w$ be the set of true null hypotheses. Suppose that the procedure rejects at least one of these hypotheses. Let $l$ be the step when the procedure rejected a true null hypothesis for the first time, and let $H_{k_{0} j_{0}}$ be this hypothesis. Clearly, we have $w(l) \supset w$. So,

$$
\max _{(k, j) \in w} t_{k j}^{0} \geqslant t_{k_{0} j_{0}}^{0}=t_{k_{0} j_{0}}>c_{1-\alpha, w(l)} \geqslant c_{1-\alpha, w} .
$$

Combining this chain of inequalities with (20) yields (18).
To obtain suitable $c_{1-\alpha, w}$ that satisfies inequalities (19) and (20) above, we can use the multiplier bootstrap method. Let $\left(e_{i}\right)_{i=1}^{n}$ be an i.i.d. sequence of $N(0,1)$ random variables that are independent of the data. Let $c_{1-\alpha, w}$ be the conditional $(1-\alpha)$-quantile of

$$
\begin{equation*}
\max _{(k, j) \in w} \frac{\left|\sum_{i=1}^{n} x_{i k j} \widehat{\varepsilon}_{i k} e_{i} / \sqrt{n}\right|}{\sqrt{\mathbb{E}_{n}\left[x_{i k j}^{2} \widehat{\varepsilon}_{i k}^{2}\right]}} \tag{21}
\end{equation*}
$$

given $\left(z_{i}, y_{i}\right)_{i=1}^{n}$. To prove that so defined critical values $c_{1-\alpha, w}$ satisfy inequalities (19) and (20), we will assume the following regularity condition,
(M) There are some constants $c_{1}>0, \bar{\sigma}^{2}>0, \underline{\sigma}^{2}>0$ and a sequence $B_{n}$ of positive constants such that for $1 \leqslant i \leqslant n, 1 \leqslant j \leqslant p, 1 \leqslant k \leqslant K$, $1 \leqslant l \leqslant p_{k}$, and $n \geqslant 1$ : (i) $\left|z_{i j}\right| \leqslant B_{n}$ and $B_{n} \geqslant c_{1}$; (ii) $\mathbb{E}_{n}\left[\left(z_{i j}\right)^{2}\right]=1$; (iii) $\underline{\sigma}^{2} \leqslant \mathrm{E}\left[\varepsilon_{i k}^{2}\right] \leqslant \bar{\sigma}^{2}$; (iv) the minimum eigenvalue of $\mathbb{E}_{n}\left[v_{i k} v_{i k}^{\prime}\right]$ is bounded from below by $c_{1}$; and (v) $\mathbb{E}_{n}\left[x_{i k l}^{2}\right] \geqslant c_{1}$.

Theorem 6.1 (Strong Control of Family-Wise Error Rate). Let $C_{1}>0$ be some constant and suppose that assumption $M$ is satisfied, and $\bar{p} B_{n}^{2}(\log (p n))^{7} / n=$ $o(1)$. Moreover, suppose either (a) $\mathrm{E}\left[\max _{1 \leqslant k \leqslant K} \varepsilon_{i k}^{4}\right] \leqslant C_{1}$ for all $1 \leqslant i \leqslant n$, $\bar{p}^{3} B_{n}^{4}(\log p)^{4} / n=o(1)$, and $\bar{p}^{2} B_{n}^{4}(\log p)^{6} / n=o(1)$ or (b) $\mathrm{P}\left(\left|\varepsilon_{i k}\right| \geqslant u\right) \leqslant$ $\exp \left(1-u^{2} / C_{1}\right)$ for all $1 \leqslant i \leqslant n$ and $1 \leqslant k \leqslant K$ and $\bar{p}^{3} B_{n}^{2}(\log p)^{3} / n=o(1)$. Then the stepdown procedure with the multiplier bootstrap critical values $c_{1-\alpha, w}$ given above satisfies (18).
Comment 6.1 (Relation to prior results). There is a vast literature on multiple hypothesis testing. Let us consider the simple case where $K=$
$p, p_{k}=1$ for all $k=1, \ldots, K$ and $v_{i k}=1$, so that the $k$-th regression reduces to $y_{i k}=\beta_{k}+\varepsilon_{i k}$ (here $\beta_{k}$ is scalar). The problem then reduces to testing multiple means (without stepdown). It is instructive to see the implication of Theorem 6.1 in this simple setting. Denote by $t_{k}^{0}$ the $t$-statistic for testing $H_{k}: \beta_{k}=0$ against $H_{k}^{\prime}: \beta_{k} \neq 0$, and let $c_{1-\alpha}$ be the conditional $(1-\alpha)$-quantile of

$$
\max _{k=1, \ldots, p} \frac{\left|\sum_{i=1}^{n} \widehat{\varepsilon}_{i k} e_{i} / \sqrt{n}\right|}{\sqrt{\mathbb{E}_{n}\left[\widehat{\varepsilon}_{i k}^{2}\right]}}
$$

where $\widehat{\varepsilon}_{i k}=y_{i k}-\bar{y}_{k}, \bar{y}_{k}=\mathbb{E}_{n}\left[y_{i k}\right]$, and $\left(e_{i}\right)_{i=1}^{n}$ is a sequence of i.i.d. $N(0,1)$ random variables independent of the data. Theorem 6.1 implies that, when $H_{k}$ are true for all $k, \mathrm{P}\left(\max _{1 \leqslant k \leqslant p} t_{k}^{0}>c_{1-\alpha}\right) \leqslant \alpha+o(1)$ (indeed, the inequality " $\leqslant$ " can be replaced by the equality " $=$ ") uniformly in the underlying distribution provided that $\underline{\sigma}^{2} \leqslant \mathrm{E}\left[\varepsilon_{i k}^{2}\right] \leqslant \bar{\sigma}^{2}, \log p=o\left(n^{1 / 7}\right)$ and either (a) $\mathrm{E}\left[\max _{1 \leqslant k \leqslant p} \varepsilon_{i k}^{4}\right] \leqslant C_{1}$ or (b) $\mathrm{P}\left(\left|\varepsilon_{i k}\right| \geqslant u\right) \leqslant \exp \left(1-u^{2} / C_{1}\right)$. Hence the multiplier bootstrap as described above leads to an asymptotically exact testing procedure for the multiple hypothesis testing problem of which the logarithm of the number of hypotheses is nearly of order $n^{1 / 7}$ (subject to the prescribed assumptions). Note here that no assumption on the dependency structure between $y_{i 1}, \ldots, y_{i p}$ is made.

The question on how large $p$ can be was studied in [23] but from a conservative perspective. The motivation there is to know how fast $p$ can grow to maintain the size of the simultaneous test when we calculate critical values (conservatively) ignoring the dependency among $t_{k}^{0}$ and assuming that $t_{k}^{0}$ were distributed as, say, $N(0,1)$. This framework is conservative in that correlation amongst statistics is dealt away with union bounds, namely Bonferroni-Holm procedures. On the other hand, our approach takes into account the correlation amongst statistics and hence is asymptotically exact, that is, asymptotically non-conservative.

## 7. Application: Adaptive Specification Testing

In this section, we study the problem of adaptive specification testing. Let $\left(v_{i}, y_{i}\right)_{i=1}^{n}$ be a sample of independent random pairs where $y_{i}$ is a scalar dependent random variable, and $v_{i}$ is a $d$-vector of nonstochastic covariates. The null hypothesis, $H_{0}$, is that there exists $\beta \in \mathbb{R}^{d}$ such that

$$
\begin{equation*}
\mathrm{E}\left[y_{i}\right]=v_{i}^{\prime} \beta ; i=1, \ldots, n \tag{22}
\end{equation*}
$$

The alternative hypothesis, $H_{a}$, is that there is no $\beta$ satisfying (22). We allow for triangular array asymptotics so that everything in the model may depend on $n$. For brevity, however, we omit index $n$.

Denote $\varepsilon_{i}=y_{i}-\mathrm{E}\left[y_{i}\right], i=1, \ldots, n$. Then $\mathrm{E}\left[\varepsilon_{i}\right]=0$, and under $H_{0}, y_{i}=$ $v_{i}^{\prime} \beta+\varepsilon_{i}$. To test $H_{0}$, consider a set of test functions $P_{j}\left(v_{i}\right), j=1, \ldots, p$. Let $z_{i j}=P_{j}\left(v_{i}\right)$. We choose test functions so that $\mathbb{E}_{n}\left[z_{i j} v_{i}\right]=0$ and $\mathbb{E}_{n}\left[z_{i j}^{2}\right]=1$ for all $j=1, \ldots, p$. In our analysis, $p$ may be higher or even much higher
than $n$. Let $\widehat{\beta}=\left(\mathbb{E}_{n}\left[v_{i} v_{i}^{\prime}\right]\right)^{-1}\left(\mathbb{E}_{n}\left[v_{i} y_{i}\right]\right)$ be an OLS estimator of $\beta$, and let $\widehat{\varepsilon}_{i}=y_{i}-z_{i}^{\prime} \widehat{\beta} ; i=1, \ldots, n$ be corresponding residuals. Our test statistic is

$$
T:=\max _{1 \leqslant j \leqslant p} \frac{\left|\sum_{i=1}^{n} z_{i j} \widehat{\varepsilon}_{i} / \sqrt{n}\right|}{\sqrt{\mathbb{E}_{n}\left[z_{i j}^{2} \widehat{\varepsilon}_{i}^{2}\right]}}
$$

The test rejects $H_{0}$ if $T$ is significantly large.
Note that since $\mathbb{E}_{n}\left[z_{i j} v_{i}\right]=0$, we have

$$
\sum_{i=1}^{n} z_{i j} \widehat{\varepsilon}_{i} / \sqrt{n}=\sum_{i=1}^{n} z_{i j}\left(\varepsilon_{i}+v_{i}^{\prime}(\beta-\widehat{\beta})\right) / \sqrt{n}=\sum_{i=1}^{n} z_{i j} \varepsilon_{i} / \sqrt{n}
$$

Therefore, under $H_{0}$,

$$
T=\max _{1 \leqslant j \leqslant p} \frac{\left|\sum_{i=1}^{n} z_{i j} \varepsilon_{i} / \sqrt{n}\right|}{\sqrt{\mathbb{E}_{n}\left[z_{i j}^{2} \widehat{\varepsilon}_{i}^{2}\right]}}
$$

This suggests that we can use the multiplier bootstrap to obtain a critical value for the test. More precisely, let $\left(e_{i}\right)_{i=1}^{n}$ be an i.i.d. sequence of independent $N(0,1)$ random variables that are independent of the data, and let

$$
W:=\max _{1 \leqslant j \leqslant p} \frac{\left|\sum_{i=1}^{n} z_{i j} \widehat{\varepsilon}_{i} e_{i} / \sqrt{n}\right|}{\sqrt{\mathbb{E}_{n}\left[z_{i j}^{2} \widehat{\varepsilon}_{i}^{2}\right]}}
$$

The multiplier bootstrap critical value $c_{W}(1-\alpha)$ is the conditional $(1-\alpha)$ quantile of $W$ given the data. To prove the validity of multiplier bootstrap, we will impose the following condition:
(S) There are some constants $c_{1}>0, C_{1}>0, \bar{\sigma}^{2}>0, \underline{\sigma}^{2}>0$, and a sequence $B_{n}$ of positive constants such that for all $1 \leqslant i \leqslant n$, $1 \leqslant j \leqslant p, 1 \leqslant k \leqslant d$, and $n \geqslant 1$ : (i) $\left|z_{i j}\right| \leqslant B_{n}$; (ii) $\mathbb{E}_{n}\left[z_{i j}^{2}\right]=1$; (iii) $\underline{\sigma}^{2} \leqslant \mathrm{E}\left[\varepsilon_{i}^{2}\right] \leqslant \bar{\sigma}^{2} ;$ (iv) $\left|v_{i k}\right| \leqslant C_{1} ;(\mathrm{v}) d \leqslant C_{1}$; and (vi) the minimum eigenvalue of $\mathbb{E}_{n}\left[v_{i} v_{i}^{\prime}\right]$ is bounded from below by $c_{1}$.

Theorem 7.1 (Size Control of Adaptive Specification Test). Let $c_{2}>0$ be some constant. Suppose that assumption $S$ is satisfied, and $(\log (p n))^{7} B_{n}^{2} / n \leqslant$ $C_{1} n^{-c_{2}}$. Moreover, suppose that either (a) $\mathrm{E}\left[\varepsilon_{i}^{4}\right] \leqslant C_{1}$ for all $1 \leqslant i \leqslant n$ and $(\log p)^{6} B_{n}^{4} / n \leqslant C_{1} n^{-c_{2}}$ or (b) $\mathrm{P}\left(\left|\varepsilon_{i}\right| \geqslant u\right) \leqslant \exp \left(1-u^{2} / C_{1}\right)$ for all $1 \leqslant i \leqslant n$. Then there exist constants $c>0$ and $C>0$, depending only on $c_{1}, c_{2}, C_{1}, \underline{\sigma}^{2}$ and $\bar{\sigma}^{2}$, such that under $H_{0},\left|\mathrm{P}\left(T \leqslant c_{W}(1-\alpha)\right)-(1-\alpha)\right| \leqslant C n^{-c}$.

Comment 7.1. The literature on specification testing is large. In particular, [29] and [28] developed adaptive tests that are suitable for inference in $L_{2}$-norm. In contrast, our test is most suitable for inference in sup-norm. An advantage of our procedure is that selecting a wide class of test functions leads to a test that can effectively adapt to a wide range of alternatives, including those that can not be well-approximated by Hölder-continuous functions.

## Appendix A. Preliminaries

A.1. A Useful Maximal Inequality. The following lemma is a useful variation on standard maximal inequalities.

Lemma A. 1 (Maximal Inequality). Consider a sequence $\left(x_{i}\right)_{i=1}^{n}$ of independent random $p$-vectors $(p \geqslant 2)$. Let $M=\max _{1 \leqslant i \leqslant n} \max _{1 \leqslant j \leqslant n}\left|x_{i j}\right|$ and $\sigma^{2}=\max _{1 \leqslant j \leqslant p} \overline{\mathrm{E}}\left[x_{i j}^{2}\right]$. Then

$$
\mathrm{E}\left[\max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[x_{i j}\right]-\overline{\mathrm{E}}\left[x_{i j}\right]\right|\right] \lesssim \sigma \sqrt{(\log p) / n}+\sqrt{\mathrm{E}\left[M^{2}\right]}(\log p) / n
$$

Proof. Throughout the proof, let $\left(y_{i}\right)_{i=1}^{n}$ be an independent copy of $\left(x_{i}\right)_{i=1}^{n}$, and let $\left(\epsilon_{i}\right)_{i=1}^{n}$ be an i.i.d. sequence of Rademacher random variables independent of everything else.

Step 1. We first prove

$$
\begin{equation*}
\mathrm{E}\left[\max _{1 \leqslant j \leqslant p} \mathbb{E}_{n}\left[\left|x_{i j}\right|\right]\right] \lesssim \mathrm{E}[M](\log p) / n+\max _{1 \leqslant j \leqslant p} \overline{\mathrm{E}}\left[\left|x_{i j}\right|\right] . \tag{23}
\end{equation*}
$$

Observe that

$$
\begin{aligned}
I:=\mathrm{E}\left[\max _{1 \leqslant j \leqslant p} \mathbb{E}_{n}\left[\left|x_{i j}\right| \mid\right]\right. & \leqslant \mathrm{E}\left[\max _{1 \leqslant j \leqslant p} \mid \mathbb{E}_{n}\left[\left|x_{i j}\right|\right]-\overline{\mathrm{E}}\left[\left|x_{i j}\right|| |\right]+\max _{1 \leqslant j \leqslant p} \overline{\mathrm{E}}\left[\left|x_{i j}\right|\right]\right. \\
& =\mathrm{E}\left[\max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[\left|x_{i j}\right|\right]-\mathrm{E}\left[\mathbb{E}_{n}\left[\left|y_{i j}\right|\right]\right]\right|\right]+\max _{1 \leqslant j \leqslant p} \overline{\mathrm{E}}\left[\left|x_{i j}\right|\right] \\
& \leqslant \mathrm{E}\left[\max _{1 \leqslant j \leqslant p} \mid \mathbb{E}_{n}\left[\left|x_{i j}\right|\right]-\mathbb{E}_{n}\left[\left|y_{i j}\right| \mid\right]\right]+\max _{1 \leqslant j \leqslant p} \overline{\mathrm{E}}\left[\left|x_{i j}\right|\right] \\
& \leqslant \mathrm{E}\left[\max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[\epsilon_{i}\left(\left|x_{i j}\right|-\left|y_{i j}\right|\right)\right]\right|\right]+\max _{1 \leqslant j \leqslant p} \overline{\mathrm{E}}\left[\left|x_{i j}\right|\right] \\
& \leqslant 2 \mathrm{E}\left[\max _{1 \leqslant j \leqslant p} \mid \mathbb{E}_{n}\left[\epsilon_{i}\left|x_{i j}\right|| |\right]+\max _{1 \leqslant j \leqslant p} \overline{\mathrm{E}}\left[\left|x_{i j}\right|\right]\right.
\end{aligned}
$$

Further, using Pisier inequality conditional on $\left(x_{i}\right)_{i=1}^{n}$, we have

$$
\begin{aligned}
\mathrm{E}\left[\max _{1 \leqslant j \leqslant p} \mid \mathbb{E}_{n}\left[\epsilon_{i}\left|x_{i j}\right|| |\right]\right. & \lesssim \sqrt{(\log p) / n} \mathrm{E}\left[\max _{1 \leqslant j \leqslant p}\left(\mathbb{E}_{n}\left[\left|x_{i j}\right|^{2}\right]\right)^{1 / 2}\right] \\
& \leqslant \sqrt{(\log p) / n \mathrm{E}\left[\max _{1 \leqslant j \leqslant p}\left(M \mathbb{E}_{n}\left[\left|x_{i j}\right|\right]\right)^{1 / 2}\right]} \\
& \leqslant \sqrt{((\log p) / n) \mathrm{E}[M] \mathrm{E}\left[\max _{1 \leqslant j \leqslant p} \mathbb{E}_{n}\left[\left|x_{i j}\right|\right]\right]},
\end{aligned}
$$

where the last step follows from the Cauchy-Schwarz inequality. Hence $I \lesssim$ $a \sqrt{I}+b$, where $a=\sqrt{\mathrm{E}[M](\log p) / n}$ and $b=\max _{1 \leqslant j \leqslant p} \overline{\mathrm{E}}\left[\left|x_{i j}\right|\right]$. Solving this inequality gives (23).

Step 2. We now prove the claim of the lemma. Observe that

$$
\begin{aligned}
\mathrm{E}\left[\max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[x_{i j}\right]-\overline{\mathrm{E}}\left[x_{i j}\right]\right|\right] & \leqslant \mathrm{E}\left[\max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[x_{i j}\right]-\mathrm{E}\left[\mathbb{E}_{n}\left[y_{i j}\right]\right]\right|\right] \\
& \leqslant \mathrm{E}\left[\max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[x_{i j}-y_{i j}\right]\right|\right] \\
& \left.=\mathrm{E}\left[\max _{1 \leqslant j \leqslant p} \mid \mathbb{E}_{n}\left[\epsilon_{i}\left(x_{i j}-y_{i j}\right)\right]\right]\right] \\
& \leqslant 2 \mathrm{E}\left[\max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[\epsilon_{i} x_{i j}\right]\right|\right] \\
& \left.\lesssim \sqrt{(\log p) / n} \mathrm{E}\left[\max _{1 \leqslant j \leqslant p} \mathbb{E}_{n}\left[x_{i j}^{2}\right]\right]\right]^{1 / 2} .
\end{aligned}
$$

Applying (23) to $x_{i j}^{2}$ instead of $x_{i j}$, we see that the last expression is

$$
\begin{aligned}
& \lesssim \sqrt{(\log p) / n}\left(\mathrm{E}\left[M^{2}\right](\log p) / n+\max _{1 \leqslant j \leqslant p} \overline{\mathrm{E}}\left[x_{i j}^{2}\right]\right)^{1 / 2} \\
& \leqslant \sqrt{\mathrm{E}\left[M^{2}\right]}(\log p) / n+\sigma \sqrt{(\log p) / n},
\end{aligned}
$$

where the last step follows from inequality $\sqrt{a+b} \leqslant \sqrt{a}+\sqrt{b}$. This completes the proof.
A.2. Properties of the Smooth Max Function. We shall use the following properties of the smooth max function. In this section, we assume $g \in C_{b}^{3}(\mathbb{R})$, and let $m=g \circ F_{\beta}$.

Lemma A. 2 (Properties of $F_{\beta}$ ). We have

$$
\partial_{j} F_{\beta}(z)=\pi_{j}(z), \quad \partial_{j} \partial_{k} F_{\beta}(z)=\beta w_{j k}(z), \quad \partial_{j} \partial_{k} \partial_{l} F_{\beta}(z)=\beta^{2} q_{j k l}(z)
$$

where, for $\delta_{j k}:=1\{j=k\}$,

$$
\begin{aligned}
\pi_{j}(z) & :=e^{\beta z_{j}} / \sum_{m=1}^{p} e^{\beta z_{m}}, \\
w_{j k}(z) & :=\left(\pi_{j} \delta_{j k}-\pi_{j} \pi_{k}\right)(z), \\
q_{j k l}(z) & :=\left(\pi_{j} \delta_{j l} \delta_{j k}-\pi_{j} \pi_{l} \delta_{j k}-\pi_{j} \pi_{k}\left(\delta_{j l}+\delta_{k l}\right)+2 \pi_{j} \pi_{k} \pi_{l}\right)(z) .
\end{aligned}
$$

Moreover,

$$
\pi_{j}(z) \geqslant 0, \quad \sum_{j=1}^{p} \pi_{j}(z)=1, \quad \sum_{j, k=1}^{p}\left|w_{j k}(z)\right| \leqslant 2, \quad \sum_{j, k, l=1}^{p}\left|q_{j k l}(z)\right| \leqslant 6 .
$$

Proof of Lemma A.2. The first property was noted in [14]. The other properties follow from repeated application of the chain rule.

Lemma A. 3 (Three derivatives of $m=g \circ F_{\beta}$ ). Let $\pi_{j}, w_{j k}$, and $q_{j k l}$ be as defined above. For every $z \in \mathbb{R}^{p}$,

$$
\begin{aligned}
\partial_{j} m(z)= & \left(\partial g\left(F_{\beta}\right) \pi_{j}\right)(z), \\
\partial_{j} \partial_{k} m(z)= & \left(\partial^{2} g\left(F_{\beta}\right) \pi_{j} \pi_{k}+\partial g\left(F_{\beta}\right) \beta w_{j k}\right)(z), \\
\partial_{j} \partial_{k} \partial_{l} m(z)= & \left(\partial^{3} g\left(F_{\beta}\right) \pi_{j} \pi_{k} \pi_{l}+\partial^{2} g\left(F_{\beta}\right) \beta\left(w_{j k} \pi_{l}+w_{j l} \pi_{k}+w_{k l} \pi_{j}\right)\right. \\
& \left.+\partial g\left(F_{\beta}\right) \beta^{2} q_{j k l}\right)(z) .
\end{aligned}
$$

Proof of lemma A.3. The proof follows from the repeated application of the chain rule and by the properties noted in Lemma A.2.

Lemma A. 4 (Bounds on derivatives of $m=g \circ F_{\beta}$ ). We have

$$
\left|\partial_{j} \partial_{k} m(z)\right| \leqslant U_{j k}(z), \quad\left|\partial_{j} \partial_{k} \partial_{l} m(z)\right| \leqslant U_{j k l}(z),
$$

where

$$
\begin{aligned}
& U_{j k}(z):=\left(G_{2} \pi_{j} \pi_{k}+G_{1} \beta W_{j k}\right)(z), \\
& U_{j k l}(z):=\left(G_{3} \pi_{j} \pi_{k} \pi_{l}+G_{2} \beta\left(W_{j k} \pi_{l}+W_{j l} \pi_{k}+W_{k l} \pi_{j}\right)+G_{1} \beta^{2} Q_{j k l}\right)(z), \\
& W_{j k}(z):=\left(\pi_{j} \delta_{j k}+\pi_{j} \pi_{k}\right)(z), \\
& Q_{j k l}(z):=\left(\pi_{j} \delta_{j l} \delta_{j k}+\pi_{j} \pi_{l} \delta_{j k}+\pi_{j} \pi_{k}\left(\delta_{j l}+\delta_{k l}\right)+2 \pi_{j} \pi_{k} \pi_{l}\right)(z) .
\end{aligned}
$$

Moreover,

$$
\sum_{j, k=1}^{p} U_{j k}(z) \leqslant\left(G_{2}+2 G_{1} \beta\right), \quad \sum_{j, k, l=1}^{p} U_{j k l}(z) \leqslant\left(G_{3}+6 G_{2} \beta+6 G_{1} \beta^{2}\right) .
$$

Proof of Lemma A.4. The lemma follows from a direct calculation.
Lemma A.5. For every $z \in \mathbb{R}^{p}, w \in \mathbb{R}^{p}$ such that $\max _{j \leqslant p}\left|w_{j}\right| \beta \leqslant 1$, $\tau \in[0,1]$, and every $1 \leqslant j \leqslant p$, we have

$$
\begin{aligned}
& \pi_{j}(z) \lesssim \pi_{j}(z+\tau w) \lesssim \pi_{j}(z), \\
& U_{j k}(z) \lesssim U_{j k}(z+\tau w) \lesssim U_{j k}(z), \\
& U_{j k l}(z) \lesssim U_{j k l}(z+\tau w) \lesssim U_{j k l}(z) .
\end{aligned}
$$

Proof of Lemma A.5. To show the first claim we note that

$$
\begin{aligned}
\pi_{j}(z+\tau w) & =\frac{\exp \left(z_{j} \beta+\tau w_{j} \beta\right)}{\sum_{m=1}^{p} \exp \left(z_{m} \beta+\tau w_{m} \beta\right)} \\
& \leqslant \frac{\exp \left(z_{j} \beta\right)}{\sum_{m=1}^{p} \exp \left(z_{m} \beta\right)} \frac{\exp \left(\tau \max _{j \leqslant p}\left|w_{j}\right| \beta\right)}{\exp \left(-\tau \max _{j \leqslant p}\left|w_{j}\right| \beta\right)} \leqslant \pi_{j}(z) \exp (2) .
\end{aligned}
$$

Proceeding similarly, we have $\pi_{j}(z+\tau w) \geqslant \pi_{j}(z) \exp (-2)$.
The second and third claims follow from the first, noting that $U_{j k}$ and $U_{j k l}$ are finite sums of products of order up to 3 of terms such as $\pi_{j}, \pi_{k}, \pi_{l}$, $\delta_{j k}$.

Lemma A. 6 (Lipschitz Property of $F_{\beta}$ ). For each $x \in \mathbb{R}^{p}$ and $z \in \mathbb{R}^{p}$, we have

$$
\left|F_{\beta}(x)-F_{\beta}(z)\right| \leqslant \max _{1 \leqslant j \leqslant p}\left|x_{j}-z_{j}\right| .
$$

Proof of Lemma A.6. For some $t \in[0,1]$,

$$
\begin{aligned}
\left|F_{\beta}(x)-F_{\beta}(z)\right| & =\left|\sum_{j=1}^{p} \partial_{j} F_{\beta}(x+t(z-x))\left(z_{j}-x_{j}\right)\right| \\
& \leqslant \sum_{j=1}^{p} \pi_{j}(x+t(z-x)) \max _{1 \leqslant j \leqslant p}\left|z_{j}-x_{j}\right| \leqslant \max _{1 \leqslant j \leqslant p}\left|z_{j}-x_{j}\right|,
\end{aligned}
$$

where the property $\sum_{j=1}^{p} \pi_{j}(x+t(z-x))=1$ was used.
A.3. Lemmas on Truncation. Recall that $\tilde{x}_{i}=\left(\tilde{x}_{i j}\right)_{j=1}^{p}$ and $\tilde{X}=n^{-1 / 2}$ $\sum_{i=1}^{n} \tilde{x}_{i}$, where "tilde" denotes the truncation operation defined in Section 2.

Lemma A. 7 (Truncation Impact). For every $1 \leqslant j, k \leqslant p$ and $q \geqslant 1$, (a) $\left(\mathrm{E}\left[\left|\tilde{x}_{i j}\right|^{q}\right]\right)^{1 / q} \leqslant 2\left(\mathrm{E}\left[\left|x_{i j}\right|^{q}\right]\right)^{1 / q}$; (b) $\left|\mathrm{E}\left[\tilde{x}_{i j} \tilde{x}_{i k}\right]-\mathrm{E}\left[x_{i j} x_{i k}\right]\right| \leqslant(3 / 2)\left(\mathrm{E}\left[x_{i j}^{2}\right]+\right.$ $\left.\mathrm{E}\left[x_{i k}^{2}\right]\right) \varphi(u)$; and (c) with probability at least $1-5 \gamma$, for all $1 \leqslant j \leqslant p$,

$$
\left|X_{j}-\tilde{X}_{j}\right| \leqslant \sqrt{\overline{\mathrm{E}}\left[x_{i j}^{2}\right]} \varphi(u) \sqrt{2 \log (p / \gamma)}(5+\delta(u, \gamma)) .
$$

Proof of Lemma A.7. Claim (a). Define $I_{i j}=1\left\{\left|x_{i j}\right| \leqslant u \sqrt{\mathrm{E}\left[x_{i j}^{2}\right]}\right\}$, and note that

$$
\begin{aligned}
\left(\mathrm{E}\left[\left|\tilde{x}_{i j}\right|^{q}\right]\right)^{1 / q} & \leqslant\left(\mathrm{E}\left[\left|x_{i j} I_{i j}\right|^{q}\right]\right)^{1 / q}+\left|\mathrm{E}\left[x_{i j} I_{i j}\right]\right| \\
& \leqslant\left(\mathrm{E}\left[\left|x_{i j} I_{i j}\right|^{q}\right]\right)^{1 / q}+\left(\mathrm{E}\left[\left|x_{i j} I_{i j}\right|^{q}\right]\right)^{1 / q} \leqslant 2\left(\mathrm{E}\left[\left|x_{i j}\right|^{q}\right]\right)^{1 / q},
\end{aligned}
$$

where the first inequality follows from the triangle inequality, the second from Hölder's inequality, and the last from the monotonicity of the expectation.

Claim (b). Observe that

$$
\begin{aligned}
\left|\mathrm{E}\left[\tilde{x}_{i j} \tilde{x}_{i k}\right]-\mathrm{E}\left[x_{i j} x_{i k}\right]\right| & \leqslant\left|\mathrm{E}\left[\left(\tilde{x}_{i j}-x_{i j}\right) \tilde{x}_{i k}\right]\right|+\left|\mathrm{E}\left[x_{i j}\left(\tilde{x}_{i k}-x_{i k}\right)\right]\right| \\
& \leqslant \sqrt{\mathrm{E}\left[\left(\tilde{x}_{i j}-x_{i j}\right)^{2}\right]} \sqrt{\mathrm{E}\left[\tilde{x}_{i k}^{2}\right]}+\sqrt{\mathrm{E}\left[\left(\tilde{x}_{i k}-x_{i k}\right)^{2}\right]} \sqrt{\mathrm{E}\left[x_{i j}^{2}\right]} \\
& \leqslant 2 \varphi(u) \sqrt{\mathrm{E}\left[x_{i j}^{2}\right]} \sqrt{\mathrm{E}\left[x_{i k}^{2}\right]}+\varphi(u) \sqrt{\mathrm{E}\left[x_{i k}^{2}\right]} \sqrt{\mathrm{E}\left[x_{i j}^{2}\right]} \\
& \leqslant(3 / 2) \varphi(u)\left(\mathrm{E}\left[x_{i j}^{2}\right]+\mathrm{E}\left[x_{i k}^{2}\right]\right)
\end{aligned}
$$

where the first inequality follows from the triangle inequality, the second from the Cauchy-Schwarz inequality, the third from the definition of $\varphi(u)$ together with claim (a), and the last from inequality $|a b| \leqslant\left(a^{2}+b^{2}\right) / 2$.

Claim (c). We shall use the following lemma.

Lemma A. 8 (Sub-Gaussian Bounds for Arbitrary Self-Normalized Sums). Let $\xi_{1}, \ldots, \xi_{n}$ be independent real-valued random variables such that $\mathrm{E}\left[\xi_{i}\right]=0$ and $\mathrm{E}\left[\xi_{i}^{2}\right]<\infty$ for all $1 \leqslant i \leqslant n$. Let $S_{n}=\sum_{i=1}^{n} \xi_{i}$. Then for every $x>0$,

$$
\mathrm{P}\left(\left|S_{n}\right|>x\left(4 B_{n}+V_{n}\right)\right) \leqslant 4 \exp \left(-x^{2} / 2\right),
$$

where $B_{n}^{2}=\sum_{i=1}^{n} \mathrm{E}\left[\xi_{i}^{2}\right]$ and $V_{n}^{2}=\sum_{i=1}^{n} \xi_{i}^{2}$.
Proof of Lemma A.8. See [20], Theorem 2.16.
Define

$$
\Lambda_{j}:=4 \sqrt{\overline{\mathrm{E}}\left[\left(x_{i j}-\tilde{x}_{i j}\right)^{2}\right]}+\sqrt{\mathbb{E}_{n}\left[\left(x_{i j}-\tilde{x}_{i j}\right)^{2}\right]} .
$$

Then by Lemma A.8, with probability at least $1-4 \gamma$,

$$
\left|X_{j}-\tilde{X}_{j}\right| \leqslant \Lambda_{j} \sqrt{2 \log (p / \gamma)}, \text { for all } 1 \leqslant j \leqslant p
$$

By definition of $\varphi(u)$ and $\delta(u, \gamma)$, with probability at least $1-\gamma$, for all $1 \leqslant j \leqslant p$,

$$
\begin{aligned}
\Lambda_{j} & \leqslant 4 \sqrt{\overline{\mathrm{E}}\left[\left(x_{i j}-\tilde{x}_{i j}\right)^{2}\right]}+\sqrt{\overline{\mathrm{E}}\left[\left(x_{i j}\right)^{2}\right]} \varphi(u)(1+\delta(u, \gamma)) \\
& \leqslant \sqrt{\overline{\mathrm{E}}\left[\left(x_{i j}\right)^{2}\right]} \varphi(u)(5+\delta(u, \gamma)) .
\end{aligned}
$$

This implies claim (c).
Lemma A. 9 (Sub-Gaussian truncation). For any sub-Gaussian random variable $R$ with parameter $C>0$, i.e., if $\mathrm{P}(|R| \geqslant u) \leqslant \exp \left(1-u^{2} / C^{2}\right)$ for all $u \geqslant 0$, then we have

$$
\mathrm{E}\left[R^{2} 1\{|R| \geqslant u\}\right] \leqslant\left(u^{2}+C^{2}\right) \exp \left(1-u^{2} / C^{2}\right)
$$

for all $u \geqslant 0$.
Proof. The lemma follows from the following calculation:

$$
\begin{aligned}
\mathrm{E}\left[R^{2} 1\{|R| \geqslant u\}\right] & \leqslant u^{2} \mathrm{P}(|R| \geqslant u)+2 \int_{u}^{\infty} z \mathrm{P}(|R| \geqslant z) d z \\
& \leqslant u^{2} \exp \left(1-u^{2} / C^{2}\right)+2 \int_{u}^{\infty} z \exp \left(1-z^{2} / C^{2}\right) d z \\
& =\left(u^{2}+C^{2}\right) \exp \left(1-u^{2} / C^{2}\right)
\end{aligned}
$$

Let $\tilde{y}_{i}=\left(\tilde{y}_{i j}\right)_{j=1}^{p}$, where $\tilde{y}_{i j}=y_{i j} 1\left\{\left|y_{i j}\right| \leqslant u\left(\mathrm{E}\left[y_{i j}^{2}\right]\right)^{1 / 2}\right\}$, and let $\tilde{Y}=$ $n^{-1 / 2} \sum_{i=1}^{n} \tilde{y}_{i}$. Note that by the symmetry of the distribution of $y_{i j}, \mathrm{E}\left[\tilde{y}_{i j}\right]=$ 0 .

Lemma A. 10 (Normal Truncation Impact). For every $1 \leqslant j, k \leqslant p$ and $q \geqslant$ 1 , (a) $\left(\mathrm{E}\left[\left|\tilde{y}_{i j}\right|^{q}\right]\right)^{1 / q} \leqslant\left(\mathrm{E}\left[\left|y_{i j}\right|^{q}\right]\right)^{1 / q}$; (b) $\left|\mathrm{E}\left[\tilde{y}_{i j} \tilde{y}_{i k}\right]-\mathrm{E}\left[y_{i j} y_{i k}\right]\right| \leqslant(3 / 2)\left(\mathrm{E}\left[y_{i j}^{2}\right]+\right.$ $\left.\mathrm{E}\left[y_{i k}^{2}\right]\right) \varphi_{N}(u)$ where recall that $\varphi_{N}^{2}(u):=\int_{|z| \geqslant u} z^{2} \phi(z) d z$; and (c) for a given $\gamma \in(0,1)$ and $u \geqslant \Phi^{-1}(1-\gamma /(2 n p))$, e.g., $u=\sqrt{2 \log (2 n p / \gamma)}$,

$$
\mathrm{P}\left(\max _{1 \leqslant j \leqslant p}\left|Y_{j}-\tilde{Y}_{j}\right|=0\right) \geqslant 1-\gamma
$$

Proof of Lemma A.10. Claim (a) follows from the fact that $\left|\tilde{y}_{i j}\right| \leqslant\left|y_{i j}\right|$ and the monotonicity of the expectation. Claim (b) follows from claim (b) of Lemma A.7. For claim (c), note that the event $\max _{1 \leqslant j \leqslant p}\left|Y_{j}-\tilde{Y}_{j}\right|=0$ is implied by the event $\max _{j \leqslant p, i \leqslant n}\left|y_{i j} / \sqrt{\mathrm{E}\left[y_{i j}^{2}\right]}\right| \leqslant u$, which, by the union bound, does not occur with probability $2 n p(1-\Phi(u)) \leqslant \gamma$ whenever $u \geqslant$ $\Phi^{-1}(1-\gamma /(2 n p))$.

## Appendix B. Proofs for Section 2

B.1. Proof of Theorem 2.1. Without loss of generality we can and will assume that sequences $\left(x_{i}\right)_{i=1}^{n}$ and $\left(y_{i}\right)_{i=1}^{n}$ are independent of each other. We will use an interpolation approach of Slepian. For $t \in[0,1]$, define

$$
Z(t):=\sqrt{t} X+\sqrt{1-t} Y=\sum_{i=1}^{n} Z_{i}(t), Z_{i}(t):=\frac{1}{\sqrt{n}}\left(\sqrt{t} x_{i}+\sqrt{1-t} y_{i}\right) .
$$

We shall also employ Stein's leave-one-out expansions to form:

$$
Z^{(i)}(t):=\left(Z_{i j}(t)\right)_{j=1}^{p}:=Z(t)-Z_{i}(t) .
$$

Let $\Psi(t)=\mathrm{E}[m(Z(t))]$ for $m:=g \circ F_{\beta}$. Then

$$
\begin{aligned}
\mathrm{E}[m(X)-m(Y)] & =\Psi(1)-\Psi(0)=\int_{0}^{1} \Psi^{\prime}(t) d t \\
& =\frac{1}{2} \sum_{j=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \mathrm{E}\left[\partial_{j} m(Z(t)) \dot{Z}_{i j}(t)\right] d t=\frac{1}{2}(I+I I+I I I),
\end{aligned}
$$

where
$\dot{Z}_{i j}(t)=\frac{d}{d t} Z_{i j}(t)=\frac{1}{\sqrt{n}}\left(\frac{1}{\sqrt{t}} x_{i j}-\frac{1}{\sqrt{1-t}} y_{i j}\right)$,
and

$$
\begin{aligned}
I & =\sum_{j=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \mathrm{E}\left[\partial_{j} m\left(Z^{(i)}(t)\right) \dot{Z}_{i j}(t)\right] d t, \\
I I & =\sum_{j, k=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \mathrm{E}\left[\partial_{j} \partial_{k} m\left(Z^{(i)}(t)\right) \dot{Z}_{i j}(t) Z_{i k}(t)\right] d t, \\
I I I & =\sum_{j, k, l=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \int_{0}^{1}(1-\tau) \mathrm{E}\left[\partial_{j} \partial_{k} \partial_{l} m\left(Z^{(i)}(t)+\tau Z_{i}(t)\right) \dot{Z}_{i j}(t) Z_{i k}(t) Z_{i l}(t)\right] d \tau d t .
\end{aligned}
$$

Since $Z^{(i)}(t)$ and $\dot{Z}_{i j}(t)$ are independent of each other and $\mathrm{E}\left[\dot{Z}_{i j}(t)\right]=0$, we have

$$
I=\sum_{j=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \mathrm{E}\left[\partial_{j} m\left(Z^{(i)}(t)\right)\right] \mathrm{E}\left[\dot{Z}_{i j}(t)\right] d t=0 .
$$

Second, since $\mathrm{E}\left[\dot{Z}_{i j}(t) Z_{i k}(t)\right]=n^{-1} \mathrm{E}\left[x_{i j} x_{i k}-y_{i j} y_{i k}\right]=0$, we also have

$$
I I=\sum_{j, k=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \mathrm{E}\left[\partial_{j} \partial_{k} m\left(Z^{(i)}(t)\right)\right] \mathrm{E}\left[\dot{Z}_{i j}(t) Z_{i k}(t)\right] d t=0
$$

Consider the third term $I I I$. We have

$$
\begin{aligned}
|I I I| & \lesssim\left(G_{3}+G_{2} \beta+G_{1} \beta^{2}\right) \int_{0}^{1} n \overline{\mathrm{E}}\left[\max _{1 \leqslant j, k, l \leqslant p}\left|\dot{Z}_{i j}(t) Z_{i k}(t) Z_{i l}(t)\right|\right] d t \\
& \lesssim\left(G_{3}+G_{2} \beta+G_{1} \beta^{2}\right) \overline{\mathrm{E}}\left[\max _{1 \leqslant j \leqslant p}\left(\left|x_{i j}\right|^{3}+\left|y_{i j}\right|^{3}\right)\right] / \sqrt{n}
\end{aligned}
$$

where the first inequality follows from Lemma A. 4 and the second inequality from Hölder's inequality. The first claim of the theorem now follows. The second claim follows directly from property (5) of the smooth max function.
B.2. Proof of Corollary 2.1. Set $S:=\overline{\mathrm{E}}\left[\max _{1 \leqslant j \leqslant p}\left(\left|x_{i j}\right|^{3}+\left|y_{i j}\right|^{3}\right)\right] / \sqrt{n}$, $\beta=(\log (p n))^{5 / 8} S^{-1 / 4}$ and $\psi=(\log (p n))^{-3 / 8} S^{-1 / 4}$. Consider a function $g_{0}: \mathbb{R} \rightarrow[0,1]$ belonging to the class $C^{3}(\mathbb{R})$ such that $g_{0}(s)=1$ for $s \leqslant 0$ and $g_{0}(s)=0$ for $s \geqslant 1$. Fix any $t \in \mathbb{R}$, and define $g(s)=g_{0}\left(\psi\left(s-t-e_{\beta}\right)\right)$. For this function $g$ we have

$$
G_{0}=1, G_{1} \leqslant C \psi, G_{2} \leqslant C \psi^{2}, G_{3} \leqslant C \psi^{3}
$$

for some constant $C>0$ depending only on $g_{0}$. Write $e_{\beta}=\beta^{-1} \log p$. Then by property (5) of the smooth max function and the definition of $g$,

$$
\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} X_{j} \leqslant t\right) \leqslant \mathrm{P}\left(F_{\beta}(X) \leqslant t+e_{\beta}\right) \leqslant \mathrm{E}\left[g\left(F_{\beta}(X)\right)\right]
$$

Here by Theorem 2.1,

$$
\mathrm{E}\left[g\left(F_{\beta}(X)\right)\right]-\mathrm{E}\left[g\left(F_{\beta}(Y)\right)\right] \lesssim\left(\psi^{3}+\beta \psi^{2}+\beta^{2} \psi\right) S
$$

We now bound $\mathrm{E}\left[g\left(F_{\beta}(Y)\right)\right]$ as follows. By the definition of $g$ and property (5) of the smooth max function, we have

$$
\mathrm{E}\left[g\left(F_{\beta}(Y)\right)\right] \leqslant \mathrm{P}\left(\max _{1 \leqslant j \leqslant p} Y_{j} \leqslant t+e_{\beta}+\psi^{-1}\right)
$$

This is where Lemma 2.1 plays its role. Let $u:=e_{\beta}+\psi^{-1}$. Then $u \geqslant \psi^{-1} \geqslant$ $S^{1 / 4} \gtrsim c_{1} n^{-1 / 8}$, so that $\log (p / u) \lesssim_{c_{1}} \log (p n)$. Hence by Lemma 2.1,

$$
\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} Y_{j} \leqslant t+e_{\beta}+\psi^{-1}\right)-\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} Y_{j} \leqslant t\right) \lesssim c_{1}, C_{1}\left(e_{\beta}+\psi^{-1}\right) \sqrt{\log (p n)}
$$

by which we conclude that

$$
\begin{aligned}
\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} X_{j} \leqslant t\right)-\mathrm{P} & \left(\max _{1 \leqslant j \leqslant p} Y_{j} \leqslant t\right) \\
& \lesssim_{c_{1}, C_{1}}\left(\psi^{3}+\beta \psi^{2}+\beta^{2} \psi\right) S+\left(e_{\beta}+\psi^{-1}\right) \sqrt{\log (p n)}
\end{aligned}
$$

Similarly, we have

$$
\begin{aligned}
\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} Y_{j} \leqslant t\right)-\mathrm{P} & \left(\max _{1 \leqslant j \leqslant p} X_{j} \leqslant t\right) \\
& \quad c_{c_{1}, C_{1}}\left(\psi^{3}+\beta \psi^{2}+\beta^{2} \psi\right) S+\left(e_{\beta}+\psi^{-1}\right) \sqrt{\log (p n)} .
\end{aligned}
$$

Substituting $\beta=(\log (p n))^{5 / 8} S^{-1 / 4}$ and $\psi=(\log (p n))^{-3 / 8} S^{-1 / 4}$ leads to the desired result.
B.3. Proof of Theorem 2.2. The second claim of the theorem follows from property (5) of the smooth max function. Hence we shall prove the first claim. The proof strategy is similar to the proof of Theorem 2.1. However, to control effectively the third order terms in the leave-one-out expansions we need to invoke truncation; for this purpose we shall replace $X$ and $Y$ by their truncated versions $\tilde{X}$ and $\tilde{Y}$, defined as follows: Let $\tilde{x}_{i}=\left(\tilde{x}_{i j}\right)_{j=1}^{p}$, where $\tilde{x}_{i j}$ was defined before the statement of the theorem, and define the truncated version of $X$ as $\tilde{X}=n^{-1 / 2} \sum_{i=1}^{n} \tilde{x}_{i}$. Also, recall that $\tilde{y}_{i}=\left(\tilde{y}_{i j}\right)_{j=1}^{p}$, where $\tilde{y}_{i j}=y_{i j} 1\left\{\left|y_{i j}\right| \leqslant u\left(\mathrm{E}\left[y_{i j}^{2}\right]\right)^{1 / 2}\right\}$, and $\tilde{Y}=n^{-1 / 2} \sum_{i=1}^{n} \tilde{y}_{i}$. Without loss of generality, we will assume that sequences $\left(x_{i}\right)_{i=1}^{n}$ and $\left(y_{i}\right)_{i=1}^{n}$ are independent.

The proof consists of four steps. Step 1 will show that we can replace $X$ by $\tilde{X}$ and $Y$ by $\tilde{Y}$. Step 2 will bound the difference of the expectations of the relevant functions of $\tilde{X}$ and $\tilde{Y}$. This is the main step of the proof. Steps 3 and 4 will carry out supporting calculations. The steps of the proof will also call on various technical lemmas collected in section A.

Step 1. Let $m:=g \circ F_{\beta}$. The main goal is to bound $\mathrm{E}[m(X)-m(Y)]$. Define

$$
\mathcal{I}=1\left\{\max _{1 \leqslant j \leqslant p}\left|X_{j}-\tilde{X}_{j}\right| \leqslant \Delta(\gamma, u) \text { and } \max _{1 \leqslant j \leqslant p}\left|Y_{j}-\tilde{Y}_{j}\right|=0\right\},
$$

where

$$
\Delta(\gamma, u)=M_{2} \varphi(u) \sqrt{2 \log (p / \gamma)}(5+\delta(u, \gamma))
$$

By Lemmas A. 7 and A. 10 we have $\mathrm{E}[\mathcal{I}] \geqslant 1-6 \gamma$. Hence

$$
\begin{aligned}
|\mathrm{E}[m(X)-m(\tilde{X})]| & \leqslant|\mathrm{E}[(m(X)-m(\tilde{X})) \mathcal{I}]|+|\mathrm{E}[(m(X)-m(\tilde{X}))(1-\mathcal{I})]| \\
& \leqslant G_{1} \Delta(\gamma, u)+12 G_{0} \gamma,
\end{aligned}
$$

where we invoked Lemma A. 6 and

$$
\begin{aligned}
|\mathrm{E}[m(Y)-m(\tilde{Y})]| & \leqslant \mathrm{E}[(m(Y)-m(\tilde{Y})) \mathcal{I}]|+| \mathrm{E}[(m(Y)-m(\tilde{Y}))(1-\mathcal{I})] \\
& \leqslant 12 G_{0} \gamma .
\end{aligned}
$$

Therefore,

$$
|\mathrm{E}[m(X)-m(Y)]| \leqslant|\mathrm{E}[m(\tilde{X})-m(\tilde{Y})]|+G_{1} \Delta(\gamma, u)+24 G_{0} \gamma .
$$

Step 2 (Main Step) The purpose of this step is to establish the bound:
$|\mathrm{E}[m(\tilde{X})-m(\tilde{Y})]| \lesssim\left(G_{3}+G_{2} \beta+G_{1} \beta^{2}\right) M_{3}^{3} / \sqrt{n}+\left(G_{2}+\beta G_{1}\right) M_{2}^{2}\left(\varphi(u)+\varphi_{N}(u)\right)$.

Define, as in the proof of Theorem 2.1,

$$
Z(t):=\sqrt{t} \tilde{X}+\sqrt{1-t} \tilde{Y}=\sum_{i=1}^{n} Z_{i}(t), \quad Z_{i}(t):=\frac{1}{\sqrt{n}}\left(\sqrt{t} \tilde{x}_{i}+\sqrt{1-t} \tilde{y}_{i}\right) .
$$

and

$$
Z^{(i)}(t):=Z(t)-Z_{i}(t), \dot{Z}_{i j}(t)=\frac{1}{\sqrt{n}}\left(\frac{1}{\sqrt{t}} \tilde{x}_{i j}-\frac{1}{\sqrt{1-t}} \tilde{y}_{i j}\right) .
$$

Arguing as in the proof of Theorem 2.1, we have
$|\mathrm{E}[m(\tilde{X})-m(\tilde{Y})]|=\frac{1}{2} \sum_{j=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \mathrm{E}\left[\partial_{j} m(Z(t)) \dot{Z}_{i j}(t)\right] d t=\frac{1}{2}(I+I I+I I I)$,
where

$$
\begin{aligned}
I & =\sum_{j=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \mathrm{E}\left[\partial_{j} m\left(Z^{(i)}(t)\right) \dot{Z}_{i j}(t)\right] d t, \\
I I & =\sum_{j, k=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \mathrm{E}\left[\partial_{j} \partial_{k} m\left(Z^{(i)}(t)\right) \dot{Z}_{i j}(t) Z_{i k}(t)\right] d t, \\
I I I & =\sum_{j, k, l=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \int_{0}^{1}(1-\tau) \mathrm{E}\left[\partial_{j} \partial_{k} \partial_{l} m\left(Z^{(i)}(t)+\tau Z_{i}(t)\right) \dot{Z}_{i j}(t) Z_{i k}(t) Z_{i l}(t)\right] d \tau d t .
\end{aligned}
$$

By independence of $Z^{(i)}(t)$ and $\dot{Z}_{i j}(t)$ together with the fact that $\mathrm{E}\left[\dot{Z}_{i j}(t)\right]=$ 0 , we have

$$
I=\sum_{j=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \mathrm{E}\left[\partial_{j} m\left(Z^{(i)}(t)\right)\right] \mathrm{E}\left[\dot{Z}_{i j}(t)\right] d t=0
$$

Moreover, in steps 3 and 4 below, we will show that

$$
\begin{aligned}
|I I| & \lesssim\left(G_{2}+\beta G_{1}\right) M_{2}^{2}\left(\varphi(u)+\varphi_{N}(u)\right) \\
|I I I| & \lesssim\left(G_{3}+G_{2} \beta+G_{1} \beta^{2}\right) M_{3}^{3} / \sqrt{n} .
\end{aligned}
$$

The claim of this step now follows.

Step 3. (Bound on $I I$ ) Observe first that by the independence of $Z^{(i)}(t)$ and $Z_{i}(t)$,

$$
\begin{aligned}
|I I| & =\left|\sum_{j, k=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \mathrm{E}\left[\partial_{j} \partial_{k} m\left(Z^{(i)}(t)\right)\right] \mathrm{E}\left[\dot{Z}_{i j}(t) Z_{i k}(t)\right] d t\right| \\
& \leqslant \sum_{j, k=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \mathrm{E}\left[\left|\partial_{j} \partial_{k} m\left(Z^{(i)}(t)\right)\right|\right] \cdot\left|\mathrm{E}\left[\dot{Z}_{i j}(t) Z_{i k}(t)\right]\right| d t \\
& \leqslant \sum_{j, k=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \mathrm{E}\left[U_{j k}\left(Z^{(i)}(t)\right)\right] \cdot\left|\mathrm{E}\left[\dot{Z}_{i j}(t) Z_{i k}(t)\right]\right| d t
\end{aligned}
$$

where the last step follows from Lemma A.4. Now since $\left(\sqrt{t} \tilde{x}_{i j}+\sqrt{1-t} \tilde{y}_{i j}\right) \leqslant$ $2 \sqrt{2} u$ and so that $\beta\left(\sqrt{t} \tilde{x}_{i j}+\sqrt{1-t} \tilde{y}_{i j}\right) / \sqrt{n} \leqslant 1$ (which is satisfied by the assumption on $\beta, u$ and $\gamma$ ), by Lemma A.5, the last expression is bounded by

$$
\begin{aligned}
& \sum_{j, k=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \mathrm{E}\left[U_{j k}(Z(t))\right] \cdot\left|\mathrm{E}\left[\dot{Z}_{i j}(t) Z_{i k}(t)\right]\right| d t \\
& \leqslant \sum_{j, k=1}^{p} \sum_{i=1}^{n}\left\{\int_{0}^{1} \mathrm{E}\left[U_{j k}(Z(t))\right] d t\right\}\left(\mathrm{E}\left[x_{i j}^{2}\right]+\mathrm{E}\left[x_{i k}^{2}\right]\right) n^{-1}\left(\varphi(u)+\varphi_{N}(u)\right) \\
& =\sum_{j, k=1}^{p}\left\{\int_{0}^{1} \mathrm{E}\left[U_{j k}(Z(t))\right] d t\right\} \cdot\left(\overline{\mathrm{E}}\left[x_{i j}^{2}\right]+\overline{\mathrm{E}}\left[x_{i k}^{2}\right]\right)\left(\varphi(u)+\varphi_{N}(u)\right) \\
& \lesssim\left(G_{2}+G_{1} \beta\right) M_{2}^{2}\left(\varphi(u)+\varphi_{N}(u)\right)
\end{aligned}
$$

Here the first inequality is due to Lemmas A. 7 (b) and A. 10 (b), and the last inequality is due to $\sum_{j, k=1}^{p} U_{j k}(z) \leqslant G_{2}+2 G_{1} \beta$ established in Lemma A.4.

Step 4. (Bound on $I I I$ ) Observe that

$$
\begin{aligned}
&|I I I| \leqslant{ }_{(1)} \sum_{j, k, l=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \int_{0}^{1} \mathrm{E}\left[U_{j k l}\left(Z^{(i)}(t)+\tau Z_{i}(t)\right)\left|\dot{Z}_{i j}(t) Z_{i k}(t) Z_{i l}(t)\right|\right] d \tau d t \\
& \lesssim{ }_{(2)} \sum_{j, k, l=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \mathrm{E}\left[U_{j k l}\left(Z^{(i)}(t)\right)\left|\dot{Z}_{i j}(t) Z_{i k}(t) Z_{i l}(t)\right|\right] d t \\
&={ }_{(3)} \sum_{j, k, l=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \mathrm{E}\left[U_{j k l}\left(Z^{(i)}(t)\right)\right] \cdot \mathrm{E}\left[\left|\dot{Z}_{i j}(t) Z_{i k}(t) Z_{i l}(t)\right|\right] d t \\
& \lesssim(4) \sum_{j, k, l=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \mathrm{E}\left[U_{j k l}(Z(t))\right] \cdot \mathrm{E}\left[\left|\dot{Z}_{i j}(t) Z_{i k}(t) Z_{i l}(t)\right|\right] d t \\
&={ }_{(5)} \sum_{j, k, l=1}^{p} \int_{0}^{1} \mathrm{E}\left[U_{j k l}(Z(t))\right] \cdot n \overline{\mathrm{E}}\left[\left|\dot{Z}_{i j}(t) Z_{i k}(t) Z_{i l}(t)\right|\right] d t \\
& \leqslant{ }_{(6)} \int_{0}^{1}\left(\sum_{j, k, l=1}^{p} \mathrm{E}\left[U_{j k l}(Z(t))\right]\right) \max _{1 \leqslant j, k, l \leq p} n \overline{\mathrm{E}}\left[\left|\dot{Z}_{i j}(t) Z_{i k}(t) Z_{i l}(t)\right|\right] d t \\
& \lesssim(7) \\
&\left(G_{3}+G_{2} \beta+G_{1} \beta^{2}\right) \int_{0}^{1} \max _{1 \leqslant j, k, l \leqslant p} n \overline{\mathrm{E}}\left[\left|\dot{Z}_{i j}(t) Z_{i k}(t) Z_{i l}(t)\right|\right] d t .
\end{aligned}
$$

where (1) follows from $\left|\partial_{j} \partial_{k} \partial_{l} m(z)\right| \leqslant U_{j k l}(z)$ (see Lemma A.4), (2) from Lemma A.5, (3) from the independence of $Z^{(i)}(t)$ and $\dot{Z}_{i j}(t) Z_{i k}(t) Z_{i l}(t)$, (4) from Lemma A.5, (5) from the definition of $\overline{\mathrm{E}}$, (6) from a trivial inequality, (7) from Lemma A.4. We have to bound the integral on the last line. Let $\omega(t)=1 /(\sqrt{t} \wedge \sqrt{1-t})$, and observe that

$$
\begin{aligned}
& \int_{0}^{1} \max _{1 \leqslant j, k, l \leqslant p} n \overline{\mathrm{E}}\left[\left|\dot{Z}_{i j}(t) Z_{i k}(t) Z_{i l}(t)\right|\right] d t \\
& =\int_{0}^{1} \omega(t) \max _{1 \leqslant j, k, l \leqslant p} n \overline{\mathrm{E}}\left[\left|\dot{Z}_{i j}(t)(\sqrt{t} \wedge \sqrt{1-t}) Z_{i k}(t) Z_{i l}(t)\right|\right] d t \\
& \leqslant(1) \int_{0}^{1} \omega(t) \max _{1 \leqslant j, k, l \leqslant p}\left(\overline{\mathrm{E}}\left[\left|\dot{Z}_{i j}(t)(\sqrt{t} \wedge \sqrt{1-t})\right|^{3}\right] \overline{\mathrm{E}}\left[\left|Z_{i k}(t)\right|^{3}\right] \overline{\mathrm{E}}\left[\left|Z_{i l}(t)\right|^{3}\right]\right)^{1 / 3} d t \\
& \leqslant{ }_{(2)} n^{-1 / 2}\left\{\int_{0}^{1} \omega(t) d t\right\} \max _{1 \leqslant j \leqslant p} \overline{\mathrm{E}}\left[\left(\left|\tilde{x}_{i j}\right|+\left|\tilde{y}_{i j}\right|\right)^{3}\right] \\
& \lesssim{ }_{(3)} n^{-1 / 2} \max _{1 \leqslant j \leqslant p}\left[\left(\overline{\mathrm{E}}\left[\left|\tilde{x}_{i j}\right|^{3}\right]\right)^{1 / 3}+\left(\overline{\mathrm{E}}\left[\left|\tilde{y}_{i j}\right|^{3}\right]\right)^{1 / 3}\right]^{3} \\
& \lesssim(4) n^{-1 / 2} \max _{1 \leqslant j \leqslant p}\left[\left(\overline{\mathrm{E}}\left[\left|x_{i j}\right|^{3}\right]\right)^{1 / 3}+\left(\overline{\mathrm{E}}\left[\left|y_{i j}\right|^{3}\right]\right)^{1 / 3}\right]^{3} \\
& \lesssim(5) n^{-1 / 2} \max _{1 \leqslant j \leqslant p} \overline{\mathrm{E}}\left[\left|x_{i j}\right|^{3}\right],
\end{aligned}
$$

where (1) follows from Hölder's inequality, (2) from the fact that $\mid \dot{Z}_{i j}(t)(\sqrt{t} \wedge$ $\sqrt{1-t})\left|\leqslant\left(\left|\tilde{x}_{i j}\right|+\left|\tilde{y}_{i j}\right|\right) / \sqrt{n},\left|Z_{i k}(t)\right| \leqslant\left(\left|\tilde{x}_{i k}\right|+\left|\tilde{y}_{i k}\right|\right) / \sqrt{n}\right.$, and $| Z_{i l}(t) \mid \leqslant$ $\left(\left|\tilde{x}_{i}\right|+\left|\tilde{y}_{i l}\right|\right) / \sqrt{n}$, and that $\overline{\mathrm{E}}\left[\left(\left|\tilde{x}_{i j}\right|+\left|\tilde{y}_{i j}\right|\right)^{3}\right]^{1 / 3} \overline{\mathrm{E}}\left[\left(\left|\tilde{x}_{i k}\right|+\left|\tilde{y}_{i k}\right|\right)^{3}\right]^{1 / 3} \overline{\mathrm{E}}\left[\left(\left|\tilde{x}_{i l}\right|+\left|\tilde{y}_{i l}\right|\right)^{3}\right]^{1 / 3}$ $\leqslant \max _{1 \leqslant j \leqslant p} \overline{\mathrm{E}}\left[\left(\left|\tilde{x}_{i j}\right|+\left|\tilde{y}_{i j}\right|\right)^{3}\right]$, (3) from $\int_{0}^{1} \omega(t) d t \lesssim 1$, (4) from Lemmas A. 7 (a) and A. 10 (a), and (5) from the normality of $y_{i j}$ with $\mathrm{E}\left[y_{i j}^{2}\right]=\mathrm{E}\left[x_{i j}^{2}\right]$, so that $\overline{\mathrm{E}}\left[\left|y_{i j}\right|^{3}\right]^{1 / 3} \lesssim \overline{\mathrm{E}}\left[y_{i j}^{2}\right]^{1 / 2}=\overline{\mathrm{E}}\left[\left|x_{i j}^{2}\right|\right]^{1 / 2} \leqslant \overline{\mathrm{E}}\left[\left|x_{i j}\right|^{3}\right]^{1 / 3}$.
B.4. Proof of Corollary 2.2. Following the argument in the proof of Corollary 2.1 and applying Theorem 2.2, for $u \geqslant u_{1} \vee u_{2} \vee u_{3}$ (note that $u \geqslant \sqrt{2 \log (2 p n / \gamma)})$, we have

$$
\begin{aligned}
& \sup _{t \in \mathbb{R}}\left|\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} X_{j} \leqslant t\right)-\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} Y_{j} \leqslant t\right)\right| \\
& \quad \lesssim c_{1}, C_{1}\left(\psi^{3}+\psi^{2} \beta+\psi \beta^{2}\right) M_{3}^{3} / \sqrt{n}+\left(\psi^{2}+\psi \beta\right) M_{2}^{2}\left(\varphi(u)+\varphi_{N}(u)\right) \\
& \quad+\psi M_{2} \varphi(u)(1+\delta(u, \gamma)) \sqrt{\log (p / \gamma)}+\beta^{-1}(\log (p n))^{3 / 2}+\psi^{-1} \sqrt{\log (p n)}+\gamma .
\end{aligned}
$$

Let $u^{\star}$ be the smallest number $u \geqslant 0$ such that:

$$
\sqrt{n}\left(\varphi(u)+\varphi_{N}(u)\right)^{4 / 3} \leqslant M_{3}^{3}(\log (p n / \gamma))^{5 / 6} .
$$

Consider the case $u>u^{\star}$. Let

$$
\psi=n^{1 / 8}(\log (p n / \gamma))^{-3 / 8} M_{3}^{-3 / 4} \text { and } \beta=\sqrt{n} /(2 \sqrt{2} u) .
$$

Note that $\beta \lesssim \sqrt{n} / u \leqslant \sqrt{n} / u_{1} \leqslant n^{1 / 8}(\log (p n / \gamma))^{5 / 8} M_{3}^{-3 / 4}=: \bar{\beta}$. Hence

$$
\begin{aligned}
\left(\psi^{3}+\psi^{2} \beta+\psi \beta^{2}\right) M_{3}^{3} / \sqrt{n} & \lesssim \psi \bar{\beta}^{2} M_{3}^{3} / \sqrt{n} \\
& \lesssim n^{-1 / 8}(\log (p n / \gamma))^{7 / 8} M_{3}^{3 / 4} \\
& \leqslant u_{1}(\log (p n / \gamma)) / n^{1 / 2} \\
& \leqslant u(\log (p n / \gamma))^{3 / 2} / n^{1 / 2}
\end{aligned}
$$

Since $M_{2} \leqslant C_{1}$ and $\delta(u, \gamma) \leqslant C_{1}$,

$$
\begin{aligned}
\left(\psi^{2}+\psi \beta\right) M_{2}^{2}\left(\varphi(u)+\varphi_{N}(u)\right) & \lesssim C_{1} \psi \bar{\beta}\left(\varphi(u)+\varphi_{N}(u)\right) \\
& \leqslant \psi \bar{\beta}\left(\varphi\left(u^{\star}\right)+\varphi_{N}\left(u^{\star}\right)\right) \\
& =n^{-1 / 8}(\log (p n / \gamma))^{7 / 8} M_{3}^{3 / 4} \\
& \leqslant u(\log (p n / \gamma))^{3 / 2} / \sqrt{n},
\end{aligned}
$$

and

$$
\begin{aligned}
\psi M_{2} \varphi(u)(1+\delta(u, \gamma)) \sqrt{\log (p / \gamma)} & \lesssim C_{1} \psi \varphi(u) \sqrt{\log (p n / \gamma)} \\
& \leqslant \psi \bar{\beta}\left(\varphi(u)+\varphi_{N}(u)\right) \sqrt{\log (p n / \gamma)} / \bar{\beta} \\
& \leqslant u(\log (p n / \gamma))^{3 / 2} / \sqrt{n},
\end{aligned}
$$

where the last inequality follows from the calculations above and assuming that $\sqrt{\log (p n / \gamma)} / \bar{\beta} \lesssim 1$ (otherwise, the claim of the corollary is trivial).

Finally, by the definition of $\beta$ and $\psi,(\log (p n / \gamma))^{3 / 2} / \beta+\sqrt{\log (p n / \gamma)} / \psi \lesssim$ $u(\log (p n / \gamma))^{3 / 2}$. Hence the claim of the corollary for the case $u>u^{\star}$ follows.

Consider the case $u \leqslant u^{\star}$. Let

$$
\psi=(\log (p n / \gamma))^{-1 / 6}\left(\varphi(u)+\varphi_{N}(u)\right)^{-1 / 3} \text { and } \beta=\sqrt{n} /(2 \sqrt{2} u) .
$$

Note that $\psi \leqslant(\log (p n / \gamma))^{-1 / 6}\left(\varphi\left(u^{\star}\right)+\varphi_{N}\left(u^{\star}\right)\right)^{-1 / 3}=n^{1 / 8}(\log (p n / \gamma))^{-3 / 8} M_{3}^{-3 / 4}$, which is the value of $\psi$ used for the case $u>u^{\star}$. So, $\left(\psi^{3}+\psi^{2} \beta+\right.$ $\left.\psi \beta^{2}\right) M_{3}^{3} / \sqrt{n} \lesssim u(\log (p n / \gamma))^{3 / 2}$ by the same argument as above. Moreover,

$$
\begin{aligned}
\psi \beta M_{2}^{2}\left(\varphi(u)+\varphi_{N}(u)\right) & \lesssim C_{1} \beta\left(\varphi(u)+\varphi_{N}(u)\right)^{2 / 3}(\log (p n / \gamma))^{-1 / 6} \\
& \leqslant \beta\left(\varphi\left(u_{3}\right)+\varphi_{N}\left(u_{3}\right)\right)^{2 / 3}(\log (p n / \gamma))^{-1 / 6} \\
& =\beta u_{3}^{2}(\log (p n / \gamma))^{5 / 3-1 / 6} / n \\
& \leqslant u_{3}(\log (p n / \gamma))^{5 / 3-1 / 6} / \sqrt{n} \\
& \leqslant u(\log (p n / \gamma))^{3 / 2} / \sqrt{n},
\end{aligned}
$$

and

$$
\begin{aligned}
\psi^{2} M_{2}^{2}\left(\varphi(u)+\varphi_{N}(u)\right) & \lesssim C_{1}\left(\varphi(u)+\varphi_{N}(u)\right)^{1 / 3}(\log (p n / \gamma))^{-1 / 3} \\
& \leqslant\left(\varphi\left(u_{3}\right)+\varphi_{N}\left(u_{3}\right)\right)^{1 / 3}(\log (p n / \gamma))^{-1 / 3} \\
& \leqslant u_{3} \sqrt{\log (p n / \gamma)} / \sqrt{n} \\
& \leqslant u(\log (p n / \gamma))^{3 / 2} / \sqrt{n} .
\end{aligned}
$$

By the definition of $\beta$,

$$
(\log (p n))^{3 / 2} / \beta \lesssim u(\log (p n / \gamma))^{3 / 2} / \sqrt{n} .
$$

Moreover, by the same argument as that used for the case $u>u^{\star}$,

$$
\begin{aligned}
\psi M_{2} \varphi(u)(1+\delta(u, \gamma)) \sqrt{\log (p / \gamma)} & \lesssim C_{1} \psi \varphi(u) \sqrt{\log (p n / \gamma)} \\
& \leqslant\left(\varphi(u)+\varphi_{N}(u)\right)^{2 / 3}(\log (p n / \gamma))^{1 / 3} \\
& \leqslant\left(\varphi\left(u_{3}\right)+\varphi_{N}\left(u_{3}\right)\right)^{2 / 3}(\log (p n / \gamma))^{1 / 3} \\
& \leqslant(u \log (p n / \gamma) / \sqrt{n})^{2} \leqslant\left(u(\log (p n / \gamma))^{3 / 2} / \sqrt{n}\right)^{2} \\
& \lesssim u(\log (p n / \gamma))^{3 / 2} / \sqrt{n},
\end{aligned}
$$

where on the last step we assume that $u(\log (p n / \gamma))^{3 / 2} / \sqrt{n} \lesssim 1$ because otherwise the claim of the corollary is trivial. Finally, by the same argument as above,

$$
\sqrt{\log (p n / \gamma)} / \psi=\left(\varphi(u)+\varphi_{N}(u)\right)^{1 / 3}(\log (p n / \gamma))^{2 / 3} \leqslant u(\log (p n / \gamma))^{3 / 2} / \sqrt{n} .
$$

The claim of the corollary for the case $u \leqslant u^{\star}$ follows.
B.5. Proof of Corollary 2.3. In this proof, let $c>0$ and $C>0$ denote generic constants depending only on $c_{1}, c_{2}, C_{1}$ and the their values may change from place to place. Assume that $\gamma \geqslant n^{-c}$ for some $c>0$. In all cases, we will choose $\gamma$ so that this assumption holds. Recall the definitions of $u_{1}, u_{2}$, and $u_{3}$ given before the statement of corollary 2.2. Let $u=u_{0}+u_{1}+u_{2}+u_{3}$ where $u_{0}>0$ is to be chosen later.

By Corollary 2.2,

$$
\rho \leqslant C\left\{\left(u_{0}+u_{1}+u_{2}+u_{3}\right)(\log (p n / \gamma))^{3 / 2} / \sqrt{n}+\gamma\right\},
$$

provided that $\delta(u, \gamma) \leqslant C$. Under conditions E.1-2, $M_{3}^{3} \leqslant C$ and under conditions E.3-5, $M_{3}^{3} \leqslant C B_{n}$. Therefore, under either conditions of the Corollary, $u_{1}(\log (p n / \gamma))^{3 / 2} / \sqrt{n} \leqslant C n^{-c}$ since $u_{1}=n^{3 / 8} M_{3}^{3 / 4} /(\log (p n / \gamma))^{5 / 8}$. Moreover, $u_{2}(\log (p n / \gamma))^{3 / 2} / \sqrt{n} \leqslant C n^{-c}$ since $u_{2}=\sqrt{2 \log (2 p n / \gamma)}$. Hence, it suffices to choose $u_{0}$ and $\gamma$ in such a way that $\left(u_{0}+u_{3}\right)(\log (p n / \gamma))^{3 / 2} / \sqrt{n}+$ $\gamma \leqslant C n^{-c}$ and $\delta(u, \gamma) \leqslant C$.

Case E.1. Set $u_{0}=C \sqrt{\log (p n)}$ for sufficiently large $C>0$ and $\gamma=1 / n$. Then by Comment $2.2, \delta(u, \gamma) \leqslant \delta\left(u_{0}, \gamma\right)=0$. To derive a bound on $u_{3}$, let

$$
f_{l}(t)=\sqrt{n}\left(\varphi(t)+\varphi_{N}(t)\right)^{1 / 3} \text { and } f_{r}(t)=t(\log (p n / \gamma))^{5 / 6} .
$$

By equation (9), $u_{3}$ is the smallest number $u \geqslant 0$ such that $f_{l}(u) \leqslant f_{r}(u)$. Note that $f_{l}(\cdot)$ is decreasing while $f_{r}(\cdot)$ is increasing. Moreover, $f_{l}\left(u_{0}\right) \leqslant$ $1 /\left(p^{2 / 3} n^{1 / 6}\right) \leqslant 1$ because $\varphi\left(u_{0}\right) \leqslant 1 /(p n)^{2}$ by Comment 2.2 and $\varphi_{N}\left(u_{0}\right) \leqslant$ $1 /(p n)^{2}$ by Theorem 2.2 ( $C$ is sufficiently large). On the other hand, $f_{r}\left(u_{0}\right) \geqslant$ 1. Therefore, $f_{l}\left(u_{0}\right) \leqslant f_{r}\left(u_{0}\right)$, and so $u_{3} \leqslant u_{0}$, from which we conclude that that $\left(u_{0}+u_{3}\right)(\log (p n / \gamma))^{3 / 2} / \sqrt{n} \leqslant C n^{-c}$.

Case E.4. This case is similar to case E.1. Indeed, when $x_{i j}=z_{i j} \varepsilon_{i}$ and $z_{i j}$ are nonstochastic, equation (7), which defines $\varphi(u)$, becomes

$$
\sqrt{\mathrm{E}\left[\varepsilon_{i}^{2} 1\left\{\left|\varepsilon_{i}\right|>u \sqrt{\mathrm{E}\left[\varepsilon_{i}^{2}\right]}\right\}\right]} \leqslant \sqrt{\mathrm{E}\left[\varepsilon_{i}^{2}\right]} \varphi
$$

Moreover, $x_{i j}-\tilde{x}_{i j}=z_{i j}\left(\varepsilon_{i}-\tilde{\varepsilon}_{i}\right)$ where

$$
\tilde{\varepsilon}_{i}=\varepsilon_{i} 1\left\{\left|\varepsilon_{i}\right| \leqslant u \sqrt{\mathrm{E}\left[\varepsilon_{i}^{2}\right]}\right\}-\mathrm{E}\left[\varepsilon_{i} 1\left\{\left|\varepsilon_{i}\right| \leqslant u \sqrt{\mathrm{E}\left[\varepsilon_{i}^{2}\right]}\right\}\right] .
$$

Therefore, setting $u_{0}=C \sqrt{\log (p n)}$ for sufficiently large $C>0$ and $\gamma=1 / n$ gives $\delta(u, \gamma)=0$ and $u_{3} \leqslant u_{0}$. The conclusion follows as in case E.1.

Case E.3. Set $u_{0}=C B_{n}$ for sufficiently large $C>0$ and $\gamma=1 / n$. Then by comment $2.2, \delta(u, \gamma)=0$ and calculations like those used above show that $u_{3} \leqslant u_{0}$. Hence $\left(u_{0}+u_{3}\right)(\log (p n / \gamma))^{3 / 2} / \sqrt{n}+\gamma \leqslant C n^{-c}$.

Case E.2. Set $u_{0}=n^{2 / 7} / \sqrt{C_{1}}$ and $\gamma=C_{1} n^{-1 / 7}$. Then

$$
\begin{aligned}
\mathrm{P}\left(\max _{i, j}\left(\left|x_{i j}\right|-u \sqrt{\mathrm{E}\left[x_{i j}^{2}\right]}\right)>0\right) & \leqslant \mathrm{P}\left(\max _{i, j}\left|x_{i j}\right|>u \sqrt{C_{1}}\right) \\
& \leqslant \sum_{i=1}^{n} \mathrm{E}\left[\max _{1 \leqslant j \leqslant p} x_{i j}^{4}\right] /\left(u \sqrt{C_{1}}\right)^{4} \\
& \leqslant n /\left(u^{4} C_{1}\right) \\
& \leqslant n /\left(u_{0}^{4} C_{1}\right)=\gamma,
\end{aligned}
$$

and hence $\delta(u, \gamma)=0$. Moreover,

$$
\mathrm{E}\left[x_{i j}^{2} 1\left\{\left|x_{i j}\right|>u \sqrt{\mathrm{E}\left[x_{i j}^{2}\right]}\right]\right] \leqslant \mathrm{E}\left[x_{i j}^{4}\right] /\left(u^{2} \mathrm{E}\left[x_{i j}^{2}\right]\right) \lesssim c_{1}, C_{1} 1 / u^{2}
$$

so that $\varphi(u) \lesssim_{c_{1}, C_{1}} 1 / u$. Hence $f_{l}(\tilde{u}) \lesssim_{c_{1}, C_{1}} f_{r}(\tilde{u})$ with $\tilde{u}=n^{3 / 8} /(\log (p n / \gamma))^{5 / 8}$ and $u_{3} \leqslant C \tilde{u}$, from which we have $\left(u_{0}+u_{3}\right)(\log (p n / \gamma))^{3 / 2} / \sqrt{n}+\gamma \leqslant C n^{-c}$.

Case E.5. This case is similar to case E. 2 and hence we omit the detail.

## Appendix C. Proof for Section 3

C.1. Proof of Theorem 3.1. We shall use the following form of Stein's identity.

Lemma C. 1 ([45]). Let $(W, U)$ be a zero-mean Gaussian random vector, where $W$ is scalar and $U$ is a p-vector. Let $f: \mathbb{R}^{p} \rightarrow \mathbb{R}$ be a function (of moderate growth at infinity). Then

$$
\mathrm{E}[W f(U)]=\sum_{j=1}^{p} \mathrm{E}\left[W U_{j}\right] \mathrm{E}\left[\partial_{j} f(U)\right] .
$$

Proof of Lemma C.1. See Section A. 6 of [45], and also [44].
Proof of Theorem 3.1. Without loss of generality, we can and will assume that $V$ and $Y$ are independent, so that $\mathrm{E}\left[V_{j} Y_{k}\right]=0$ for all $j, k=1, \ldots, p$. For $t \in[0,1]$, define the following Slepian interpolant:

$$
Z(t):=\sqrt{t} V+\sqrt{1-t} Y .
$$

Let $m:=g \circ F_{\beta}$ and $\Psi(t):=\mathrm{E}[m(Z(t))]$. Then

$$
|\mathrm{E}[m(V)-m(Y)]|=|\Psi(1)-\Psi(0)|=\left|\int_{0}^{1} \Psi^{\prime}(t) d t\right| .
$$

Here we have

$$
\begin{aligned}
\Psi^{\prime}(t) & =\frac{1}{2} \sum_{j=1}^{p} \mathrm{E}\left[\partial_{j} m(Z(t))\left(t^{-1 / 2} V_{j}-(1-t)^{-1 / 2} Y_{j}\right)\right] \\
& =\frac{1}{2} \sum_{j=1}^{p} \sum_{k=1}^{p}\left(\Sigma_{j k}^{V}-\Sigma_{j k}^{Y}\right) \mathrm{E}\left[\partial_{j} \partial_{k} m(Z(t))\right],
\end{aligned}
$$

where the second equality holds by application of Lemma C. 1 to $W=$ $t^{-1 / 2} V_{j}-(1-t)^{-1 / 2} Y_{j}$ and $f(U)=\partial_{j} m(U)$ with $U=Z(t)$. Hence,

$$
\begin{aligned}
\left|\int_{0}^{1} \Psi^{\prime}(t) d t\right| & \leqslant \frac{1}{2} \sum_{1 \leqslant j, k \leqslant p}\left|\Sigma_{j k}^{V}-\Sigma_{j k}^{Y}\right|\left|\int_{0}^{1} \mathrm{E}\left[\partial_{j} \partial_{k} m(Z(t))\right] d t\right| \\
& \leqslant \frac{1}{2} \max _{1 \leqslant j, k \leqslant p}\left|\Sigma_{j k}^{V}-\Sigma_{j k}^{Y}\right| \int_{0}^{1} \sum_{1 \leqslant j, k \leqslant p}\left|\mathrm{E}\left[\partial_{j} \partial_{k} m(Z(t))\right]\right| d t \\
& =\frac{\Delta_{0}}{2} \int_{0}^{1} \sum_{1 \leqslant j, k \leqslant p}\left|\mathrm{E}\left[\partial_{j} \partial_{k} m(Z(t))\right]\right| d t
\end{aligned}
$$

In view of Lemmas A. 2 and A.3,

$$
\sum_{1 \leqslant j, k \leqslant p}\left|\partial_{j} \partial_{k} m(Z(t))\right| \leqslant\left|\partial^{2} g\left(F_{\beta}(Z(t))\right)\right|+2 \beta \mid \partial g\left(F_{\beta}(Z(t)) \mid\right.
$$

Hence we obtain

$$
\begin{align*}
& \left|\mathrm{E}\left[g\left(F_{\beta}(V)\right)-g\left(F_{\beta}(Y)\right)\right]\right| \\
& \leqslant \Delta_{0} \times\left(2^{-1} \int_{0}^{1} \mathrm{E}\left|\partial^{2} g\left(F_{\beta}(Z(t))\right)\right| d t+\beta \int_{0}^{1} \mathrm{E} \mid \partial g\left(F_{\beta}(Z(t)) \mid d t\right)\right.  \tag{24}\\
& \leqslant \Delta_{0}\left(2^{-1} G_{2}+\beta G_{1}\right)
\end{align*}
$$

which leads to the first claim. The second claim follows from property (5) of the smooth max function.
C.2. Proof of Corollary 3.1. Recall that $\Delta_{0}:=\max _{1 \leqslant j, k \leqslant p}\left|\Sigma_{j k}^{V}-\Sigma_{j k}^{Y}\right|$. For $\beta>0$, define $e_{\beta}=\beta^{-1} \log p$. Set $\beta=\left(\log \left(p / \Delta_{0}\right)\right)^{5 / 6} \Delta_{0}^{-1 / 3}$ and $\psi=$ $\left(\log \left(p / \Delta_{0}\right)\right)^{-1 / 6} \Delta_{0}^{-1 / 3}$. Fix any $t \in \mathbb{R}$. Using the same argument as in the proof of Corollary 2.1 and applying Theorem 3.1, we have

$$
\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} X_{j} \leqslant t\right)-\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} Y_{j} \leqslant t+e_{\beta}+\psi^{-1}\right) \lesssim\left(\psi^{2}+\beta \psi\right) \Delta_{0}
$$

Note that $e_{\beta}+\psi^{-1} \geqslant \psi^{-1} \geqslant \Delta_{0}^{1 / 3} \geqslant \Delta_{0}$. Hence application of Lemma 2.1 leads to
$\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} Y_{j} \leqslant t+e_{\beta}+\psi^{-1}\right)-\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} Y_{j} \leqslant t\right) \lesssim_{c_{1}, C_{1}}\left(e_{\beta}+\psi^{-1}\right) \sqrt{\log \left(p / \Delta_{0}\right)}$. Combining these inequalities and substituting the values of $\beta$ and $\psi$ leads to

$$
\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} X_{j} \leqslant t\right)-\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} Y_{j} \leqslant t\right) \lesssim_{c_{1}, C_{1}} \Delta_{0}^{1 / 3}\left(\log \left(p / \Delta_{0}\right)\right)^{2 / 3}
$$

This gives one half of the asserted claim. The second half is similar.
C.3. Proof of Corollary 3.2. It is easy to check that the map $\vartheta \mapsto$ $\vartheta^{1 / 3}(\log (p / \vartheta))^{2 / 3}$ is increasing in $\vartheta$ for $\vartheta \in\left(0, e^{-2}\right)$. So, by Corollary 3.1, on the event $\left\{\left(x_{i}\right)_{i=1}^{n}: \Delta \leqslant \vartheta\right\}$, we have $\left|\mathrm{P}\left(Z_{0} \leqslant t\right)-\mathrm{P}_{e}\left(W_{0} \leqslant t\right)\right| \lesssim_{c_{1}, C_{1}}$ $\vartheta^{1 / 3}(\log (p / \vartheta))^{2 / 3}$ for all $t \in \mathbb{R}$. Therefore, the claim of the corollary follows from the triangle inequality.

## Appendix D. Proofs for Section 4

D.1. Proof of Lemma 4.1. Recall that $\Delta=\max _{1 \leqslant j, k \leqslant p} \mid \mathbb{E}_{n}\left[x_{i j} x_{i k}\right]-$ $\overline{\mathrm{E}}\left[x_{i j} x_{i k}\right] \mid$. By Corollary 3.1, on the event $\left\{\left(x_{i}\right)_{i=1}^{n}: \Delta \leqslant \vartheta\right\}$, we have $\left|\mathrm{P}\left(Z_{0} \leqslant t\right)-\mathrm{P}_{e}\left(W_{0} \leqslant t\right)\right| \leqslant v(\vartheta)$ for all $t \in \mathbb{R}$, and so on this event
$\mathrm{P}_{e}\left(W_{0} \leqslant c_{Z_{0}}(\alpha+v(\vartheta))\right) \geqslant \mathrm{P}\left(Z_{0} \leqslant c_{Z_{0}}(\alpha+v(\vartheta))\right)-v(\vartheta) \geqslant \alpha+v(\vartheta)-v(\vartheta)=\alpha$,
implying the first claim of the lemma. The second claim follows similarly.
D.2. Proof of Lemma 4.2. By equation (13), the probability of the event $\left\{\left(x_{i}\right)_{i=1}^{n}: \mathrm{P}_{e}\left(\left|W-W_{0}\right|>\zeta_{1}\right) \leqslant \zeta_{2}\right\}$ is at least $1-\zeta_{2}$. On this event,
$\mathrm{P}_{e}\left(W \leqslant c_{W_{0}}\left(\alpha+\zeta_{2}\right)+\zeta_{1}\right) \geqslant \mathrm{P}_{e}\left(W_{0} \leqslant c_{W_{0}}\left(\alpha+\zeta_{2}\right)\right)-\zeta_{2} \geqslant \alpha+\zeta_{2}-\zeta_{2}=\alpha$,
implying that $\mathrm{P}\left(c_{W}(\alpha) \leqslant c_{W_{0}}\left(\alpha+\zeta_{2}\right)+\zeta_{1}\right) \geqslant 1-\zeta_{2}$. The second claim of the lemma follows similarly.
D.3. Proof of Theorem 4.1. For $\vartheta>0$, let $v(\vartheta):=C_{2} \vartheta^{1 / 3}(\log (p / \vartheta))^{2 / 3}$ with $C_{2}>0$ as in Lemma 4.1. Then

$$
\begin{aligned}
\mathrm{P}\left(T_{0} \leqslant c_{W_{0}}(\alpha)\right) & \leqslant(1) \quad \mathrm{P}\left(T_{0} \leqslant c_{Z_{0}}(\alpha+v(\vartheta))\right)+\mathrm{P}(\Delta>\vartheta) \\
& \leqslant(2) \quad \alpha+v(\vartheta)+\mathrm{P}(\Delta>\vartheta)+\rho,
\end{aligned}
$$

where (1) follows from Lemma 4.1 and (2) follows from the definition of $\rho$ and the fact that $Z_{0}$ has no point masses. The upper bound in the claim of theorem follows by substituting $v(\vartheta)$. The lower bound follows from a similar argument.
D.4. Proof of Theorem 4.2. For $\vartheta>0$, let $v(\vartheta):=C_{2} \vartheta^{1 / 3}(\log (p / \vartheta))^{2 / 3}$ with $C_{2}>0$ as in Lemma 4.1. Then

$$
\begin{aligned}
& \mathrm{P}\left(T \leqslant c_{W}(\alpha)\right) \leqslant{ }_{(1)} \mathrm{P}\left(T_{0} \leqslant c_{W}(\alpha)+\zeta_{1}\right)+\zeta_{2} \\
& \leqslant{ }_{(2)} \mathrm{P}\left(T_{0} \leqslant c_{W_{0}}\left(\alpha+\zeta_{2}\right)+2 \zeta_{1}\right)+2 \zeta_{2} \\
& \leqslant{ }_{(3)} \mathrm{P}\left(T_{0} \leqslant c_{Z_{0}}\left(\alpha+\zeta_{2}+v(\vartheta)\right)+2 \zeta_{1}\right)+2 \zeta_{2}+\mathrm{P}(\Delta>\vartheta) \\
& \leqslant{ }_{(4)} \mathrm{P}\left(T_{0} \leqslant c_{Z_{0}}\left(\alpha+\zeta_{2}+v(\vartheta)+C_{3} \zeta_{1} \sqrt{\log \left(p / \zeta_{1}\right)}\right)\right)+2 \zeta_{2}+\mathrm{P}(\Delta>\vartheta) \\
& \leqslant{ }_{(5)} \alpha+\zeta_{2}+v(\vartheta)+C_{3} \zeta_{1} \sqrt{\log \left(p / \zeta_{1}\right)}+2 \zeta_{2}+\mathrm{P}(\Delta>\vartheta)+\rho
\end{aligned}
$$

where $C_{3}>0$ depends on $c_{1}$ and $C_{1}$ only and where (1) follows from equation (12), (2) from Lemma 4.2, (3) from Lemma 4.1, (4) from Lemma 2.1, and (5) from the definition of $\rho$ and the fact that $Z_{0}$ has no point masses. The upper bound in the claim of theorem follows by substituting $v(\vartheta)$. The lower bound follows from a similar argument.
D.5. Proof of Corollary 4.1. Let $c>0$ and $C>0$ denote generic constants depending only on $c_{1}, c_{2}, C_{1}$, and their value may change from place to place. Corollary 2.3 , in every case, $\rho \leqslant C n^{-c}$. Moreover, since it is assumed throughout the paper that $p \geqslant 2, \zeta_{1} \sqrt{\log p} \leqslant C_{1} n^{-c_{2}}$ implies that $\zeta_{1} \lesssim n^{-c_{2}}$, and so $\zeta_{1} \sqrt{\log \left(p / \zeta_{1}\right)} \leqslant C n^{-c}$. Also, $\zeta_{2} \leqslant C n^{-c}$ by assumption.

By Markov's inequality, $\mathrm{P}(\Delta>\vartheta) \leqslant \mathrm{E}[\Delta] / \vartheta$. In addition, $\vartheta^{1 / 3}(\log (p / \vartheta))^{2 / 3}$ converges to zero at least at a polynomial rate if $\vartheta(\log p)^{2}$ converges to zero at a polynomial rate. Therefore, we can find $\vartheta>0$ such that $\vartheta^{1 / 3}(\log (p / \vartheta))^{2 / 3}+$ $\mathrm{P}(\Delta>\vartheta) \leqslant C n^{-c}$ if $\mathrm{E}[\Delta](\log p)^{2} \leqslant C n^{-c}$ (with possibly different $C$ and $c$ ). The last bound follows by applying Lemma A.1. This gives the first claim of the corollary. The second claim follows similarly.

## Appendix E. Proofs for Section 5

E.1. Proof of Theorem 5.1. The proof proceeds in three steps. In the proof $(\widehat{\beta}, \lambda)$ denote $\left(\widehat{\beta}^{(k)}, \lambda^{(k)}\right)$ with $k$ either 0 or 1 .

Step 1. Here we show that there exist some constant $c>0$ and $C>0$ (depending only $c_{1}, C_{1}$ and $\sigma^{2}$ ) such that for either $k \in\{0,1\}$,

$$
\begin{equation*}
\mathrm{P}\left(T_{0} \leqslant \lambda^{(k)}\right) \geqslant 1-\alpha-\nu_{n}, \tag{25}
\end{equation*}
$$

with $\nu=C n^{-c}$. We first note that $T_{0}=\sqrt{n} \max _{1 \leqslant k \leqslant 2 p} \mathbb{E}_{n}\left[\tilde{z}_{i k} \varepsilon_{i}\right]$, where $\tilde{z}_{i}=\left(z_{i}^{\prime},-z_{i}^{\prime}\right)^{\prime}$. Application of Corollary 2.3, case E.5, gives

$$
\left|\mathrm{P}\left(T_{0} \leqslant \lambda\right)-\mathrm{P}\left(Z_{0} \leqslant \lambda\right)\right| \leqslant C n^{-c},
$$

where $c>0$ and $C>0$ are constants depending only on $c_{1}, C_{1}$ and $\sigma^{2}$. Since $\lambda \geqslant c_{Z_{0}}(1-\alpha)$ the claim follows. Indeed, $\lambda^{(1)}=c_{Z_{0}}(1-\alpha)$, and $\lambda^{(1)} \leqslant \lambda^{(0)}=c_{0}(1-\alpha):=\sigma \Phi^{-1}(1-\alpha /(2 p))$, since by the union bound $\mathrm{P}\left(Z_{0} \geqslant c_{0}(1-\alpha)\right) \leqslant 2 p \mathrm{P}\left(\sigma N(0,1) \geqslant c_{0}(1-\alpha)\right)=\alpha$.

Step 2. We claim that with probability at least $1-\alpha-\nu_{n}, \widehat{\delta}=\widehat{\beta}-\beta$ obeys:

$$
\sqrt{n} \max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[z_{i j}\left(z_{i}^{\prime} \widehat{\delta}\right)\right]\right| \leqslant 2 \lambda .
$$

Indeed, by definition of $\widehat{\beta}, \sqrt{n} \max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[z_{i j}\left(y_{i}-z_{i}^{\prime} \widehat{\beta}\right)\right]\right| \leqslant \lambda$, which by the triangle inequality for the maximum norm implies that $\sqrt{n} \max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[z_{i j}\left(z_{i}^{\prime} \widehat{\delta}\right)\right]\right| \leqslant$ $T_{0}+\lambda$. The claim follows from Step 1 .

Step 3. By Step 1, with probability at least $1-\alpha-\nu_{n}$, the true parameter value $\beta$ obeys the constraint in optimization problem (14), so that by definition of $\widehat{\beta}$ we must have $\|\widehat{\beta}\|_{\ell_{1}} \leqslant\|\beta\|_{\ell_{1}}$. Therefore, with the same probability $\widehat{\delta} \in \mathcal{R}(\beta)=\left\{\delta \in \mathbb{R}^{d}:\|\beta+\delta\|_{\ell_{1}} \leqslant\|\beta\|_{\ell_{1}}\right\}$. By definition of $\kappa_{I}(\beta)$ we have that

$$
\kappa_{I}(\beta)\|\widehat{\delta}\|_{I} \leqslant \max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[z_{i j}\left(z_{i}^{\prime} \widehat{\delta}\right)\right]\right| .
$$

Combining this inequality with that in Step 2 gives the claim of the theorem.
E.2. Proof of Theorem 5.2. The proof has four steps. In the proof, we let $\varrho_{n}=C n^{-c}$ for sufficiently small $c>0$ and sufficiently large $C>0$ depending only on $c_{1}, C_{1}, \underline{\sigma}^{2}, \sigma^{2}$, where $c$ and $C$ (and hence $\varrho_{n}$ ) may change from place to place.

Step 0. The same argument as in the previous proof applies to $\widehat{\beta}^{(0)}$ with $\lambda=\lambda^{(0)}:=c_{0}(1-1 / n)$, noting that now $\sigma^{2}$ is the upper bound on $\mathrm{E}\left[\varepsilon_{i}^{2}\right]$. Thus, we conclude that with probability at least $1-\varrho_{n}$,

$$
\left\|\widehat{\beta}_{0}-\beta\right\|_{\mathrm{pr}} \leqslant \frac{2 c_{0}(1-1 / n)}{\sqrt{n} \kappa_{\mathrm{pr}}(\beta)}
$$

Step 1. We claim that with probability at least $1-\varrho_{n}$,

$$
\max _{1 \leqslant j \leqslant p}\left(\mathbb{E}_{n}\left[z_{i j}^{2}\left(\widehat{\varepsilon}_{i}-\varepsilon_{i}\right)^{2}\right]\right)^{1 / 2} \leqslant B_{n} \frac{2 c_{0}(1-1 / n)}{\sqrt{n} \kappa_{\mathrm{pr}}(\beta)}=: \iota_{n} .
$$

Application of Hölder's inequality and identity $\varepsilon_{i}-\widehat{\varepsilon}_{i}=z_{i}^{\prime}\left(\widehat{\beta}_{0}-\beta\right)$ give

$$
\max _{1 \leqslant j \leqslant p}\left(\mathbb{E}_{n}\left[z_{i j}^{2}\left(\widehat{\varepsilon}_{i}-\varepsilon_{i}\right)^{2}\right]\right)^{1 / 2} \leqslant B_{n}\left(\mathbb{E}_{n}\left[z_{i}^{\prime}\left(\widehat{\beta}_{0}-\beta\right)\right]^{2}\right)^{1 / 2} \leqslant B_{n}\left\|\widehat{\beta}_{0}-\beta\right\|_{\mathrm{pr}} .
$$

The claim follows from Step 0 .
Step 2. In this step, we apply Corollary 4.1 to

$$
\begin{aligned}
T & =T_{0}=\sqrt{n} \max _{1 \leqslant j \leqslant 2 p} \mathbb{E}_{n}\left[\tilde{z}_{i j} \varepsilon_{i}\right], \\
W & =\sqrt{n} \max _{1 \leqslant j \leqslant 2 p} \mathbb{E}_{n}\left[\tilde{z}_{i j} \widehat{\varepsilon}_{i} e_{i}\right], \\
W_{0} & =\sqrt{n} \max _{1 \leqslant j \leqslant 2 p} \mathbb{E}_{n}\left[\tilde{z}_{i j} \varepsilon_{i} e_{i}\right],
\end{aligned}
$$

where $\tilde{z}_{i}=\left(z_{i}^{\prime},-z_{i}^{\prime}\right)^{\prime}$, to conclude that uniformly in $\alpha \in(0,1)$

$$
\begin{equation*}
\mathrm{P}\left(T_{0} \leqslant c_{W}(1-\alpha)\right) \geqslant 1-\alpha-\varrho_{n} . \tag{26}
\end{equation*}
$$

To show applicability of Corollary 4.1, we note that for any $\zeta_{1}>0$, we have

$$
\begin{aligned}
\mathrm{P}_{e}\left(\left|W-W_{0}\right|>\zeta_{1}\right) & \leqslant \mathrm{E}_{e}\left[\left|W-W_{0}\right|\right] / \zeta_{1} \\
& \leqslant \sqrt{n} \mathrm{E}_{e}\left[\max _{j}\left|\mathbb{E}_{n}\left[z_{i j}\left(\widehat{\varepsilon}_{i}-\varepsilon_{i}\right) e_{i}\right]\right|\right] / \zeta_{1} \\
& \lesssim \sqrt{\log p} \max _{j}\left(\mathbb{E}_{n}\left[z_{i j}^{2}\left(\widehat{\varepsilon}_{i}-\varepsilon_{i}\right)^{2}\right]\right)^{1 / 2} / \zeta_{1},
\end{aligned}
$$

where the third inequality is due to Pisier's inequality. The last quantity is bounded by $\left(\iota_{n}^{2} \log p\right)^{1 / 2} / \zeta_{1}$ with probability $\geqslant 1-\varrho_{n}$ by Step 1 .

Since $\iota_{n} \log p \leqslant C_{1} n^{-c_{1}}$ by assumption (vi) of the theorem, we can set $\zeta_{1}$ in such a way that $\zeta_{1}(\log p)^{1 / 2} \leqslant \varrho_{n}$ and $\left(\nu_{n}^{2} \log p\right)^{1 / 2} / \zeta_{1} \leqslant \varrho_{n}$. Then all conditions of Corollary 4.1 with so defined $\zeta_{1}$ and $\zeta_{2}=\varrho_{n} \vee\left(\left(\iota_{n}^{2} \log p\right)^{1 / 2} / \zeta_{1}\right)$ hold, and hence application of the corollary then gives that uniformly in $\alpha \in(0,1)$

$$
\begin{equation*}
\left|\mathrm{P}\left(T_{0} \leqslant c_{W}(1-\alpha)\right)-1-\alpha\right| \leqslant \varrho_{n}, \tag{27}
\end{equation*}
$$

which implies the claim of this step.

Step 3. In this step we claim that with probability at least $1-\varrho_{n}$,

$$
c_{W}(1-\alpha) \leqslant c_{Z_{0}}\left(1-\alpha+2 \varrho_{n}\right)
$$

Combining Step 2 and Lemma 4.2 gives that with probability at least $1-\zeta_{2}$, $c_{W}(1-\alpha) \leqslant c_{W_{0}}\left(1-\alpha+\zeta_{2}\right)+\zeta_{1}$, where $\zeta_{1}$ and $\zeta_{2}$ are chosen as in Step 2. In addition, Lemma 4.1 shows that $c_{W_{0}}\left(1-\alpha+\zeta_{2}\right) \leqslant c_{Z_{0}}\left(1-\alpha+\varrho_{n}\right)$. Finally, Lemma 2.1 yields $c_{Z_{0}}\left(1-\alpha+\varrho_{n}\right)+\zeta_{1} \leqslant c_{Z_{0}}\left(1-\alpha+2 \varrho_{n}\right)$. Combining presented bounds gives the claim of this step.

Step 4. Given (26), the rest of the proof is identical to Steps 2-3 in the preceding proof of Theorem 5.1, using $c=c_{W}(1-\alpha)$. The result follows for $\nu_{n}=2 \varrho_{n}$.

## Appendix F. Proofs for Section 6

F.1. Proof of Theorem 6.1. The multiplier bootstrap critical value $c_{1-\alpha, w}$ clearly satisfies $c_{1-\alpha, w} \leqslant c_{1-\alpha, w^{\prime}}$ whenever $w \subset w^{\prime}$, so that inequality (19) holds. Therefore, it suffices to prove (20). We will only consider $w=\mathcal{W}$, and note that the same $o(1)$ in equation (20) applies when $w \subset \mathcal{W}$. Also, we will only consider the case with four bounded moments. The sub-Gaussian case is similar. The following direct corollaries of assumptions will be used repeatedly in the sequel,

$$
\begin{align*}
\max _{i, k, j}\left|x_{i k j}\right| & \leqslant \max _{i, k}\left\|x_{i k}\right\| \leqslant(1) c_{1}^{-1} \max _{i, k}\left\|v_{i k}\right\| \\
& \leqslant c_{1}^{-1} \sqrt{\bar{p}} \max _{i, k, j}\left|v_{i k j}\right| \leqslant(2) c_{1}^{-1} \sqrt{\bar{p}} B_{n},  \tag{28}\\
\max _{k, j} \mathbb{E}_{n}\left[x_{i k j}^{2}\right] & \leqslant \max _{k} \mathbb{E}_{n}\left[\left\|x_{i k}\right\|^{2}\right] \\
& \leqslant{ }_{(3)} c_{1}^{-2} \max _{k} \mathbb{E}_{n}\left[\left\|v_{i k}\right\|^{2}\right] \leqslant{ }_{(4)} c_{1}^{-2} \bar{p}, \tag{29}
\end{align*}
$$

where (1) and (3) follow from assumption M-(iv) and the definition of $x_{i k}$, (2) is from M-(i) since $v_{i k}$ is a subvector of $z_{i}$, and (4) is due to M-(ii). We start with several lemmas. In all the lemmas below, we will assume the same conditions as in the theorem.

Lemma F.1. $\sum_{i=1}^{n} x_{i k j} \varepsilon_{i k} / \sqrt{n}=O_{\mathrm{P}}\left(r_{n 1}\right)$ uniformly over $k=1, \ldots, K$ and $j=1, \ldots, p_{k}$ where $r_{n 1}=\sqrt{\bar{p} \log p}$.

Proof. Applying Lemma A. 1 combined with inequalities (28) and (29) gives

$$
\mathrm{E}\left[\max _{k, j}\left|\sum_{i=1}^{n} x_{i k j} \varepsilon_{i k} / \sqrt{n}\right|\right]=\left(\sqrt{\bar{p}} B_{n}(\log p) / n^{1 / 4}+\sqrt{\bar{p} \log p}\right)=O(\sqrt{\bar{p} \log p})
$$

where the second step follows because $B_{n} \sqrt{\log p} / n^{1 / 4}=o(1)$. The asserted claim follows from Markov's inequality.

Lemma F.2. $\mathbb{E}_{n}\left[x_{i k j}^{2}\left(\widehat{\varepsilon}_{i k}^{2}-\sigma_{i k}^{2}\right)\right]=O_{\mathrm{P}}\left(r_{n 2}\right)$ uniformly over $k=1, \ldots, K$ and $j=1, \ldots, p_{k}$ where $r_{n 2}=\bar{p} B_{n}^{2} \log p / \sqrt{n}$.

Proof. We have

$$
\begin{aligned}
\mathbb{E}_{n}\left[x_{i k j}^{2}\left(\widehat{\varepsilon}_{i k}^{2}-\sigma_{i k}^{2}\right)\right]= & \mathbb{E}_{n}\left[x_{i k j}^{2}\left(\varepsilon_{i k}^{2}-\sigma_{i k}^{2}\right)\right]+\mathbb{E}_{n}\left[x_{i k j}^{2}\left(v_{i k}^{\prime}\left(\widehat{\beta}_{k}-\beta_{k}\right)\right)^{2}\right] \\
& -2 \mathbb{E}_{n}\left[x_{i k j}^{2} \varepsilon_{i k} v_{i k}^{\prime}\left(\widehat{\beta}_{k}-\beta_{k}\right)\right] \\
= & : I_{j k}+I I_{j k}+I I I_{j k} .
\end{aligned}
$$

All three terms are bounded below in three steps. Summing up gives the result because $\bar{p} / \sqrt{n} \rightarrow 0$.

Step 1. We prove that $I_{j k}=\mathbb{E}_{n}\left[x_{i k j}^{2}\left(\varepsilon_{i k}^{2}-\sigma_{i k}^{2}\right)\right]=O_{\mathrm{P}}\left(r_{n 21}\right)$ uniformly over $k=1, \ldots, K$ and $j=1, \ldots, p_{k}$ where $r_{n 21}=\bar{p} B_{n}^{2} \log p / \sqrt{n}$.

Applying Lemma A. 1 combined with inequalities (28) and (29) gives

$$
\begin{aligned}
\mathrm{E}\left[\max _{k, j}\left|\mathbb{E}_{n}\left[x_{i k j}^{2}\left(\varepsilon_{i k}^{2}-\sigma_{i k}^{2}\right)\right]\right|\right] & =O\left(\bar{p} B_{n}^{2} \log p / \sqrt{n}+\bar{p} B_{n} \sqrt{(\log p) / n}\right) \\
& =O\left(\bar{p} B_{n}^{2} \log p / \sqrt{n}\right),
\end{aligned}
$$

where the second step holds because $B_{n}$ is bounded away from zero. The claim of this step follows from Markov's inequality.

Step 2. We prove that $I I_{j k}=\mathbb{E}_{n}\left[x_{i k j}^{2}\left(v_{i k}^{\prime}\left(\widehat{\beta}_{k}-\beta_{k}\right)\right)^{2}\right]=O_{\mathrm{P}}\left(r_{n 22}\right)$ uniformly over $k=1, \ldots, K$ and $j=1, \ldots, p_{k}$ where $r_{n 22}=\bar{p}^{2} B_{n}^{2}(\log p) / n$. We have

$$
\begin{aligned}
\max _{k, j} \mathbb{E}_{n}\left[x_{i k j}^{2}\left(v_{i k}^{\prime}\left(\widehat{\beta}_{k}-\beta_{k}\right)\right)^{2}\right] & \leqslant(1) \bar{p} B_{n}^{2} \max _{k} \mathbb{E}_{n}\left[\left(v_{i k}^{\prime}\left(\widehat{\beta}_{k}-\beta_{k}\right)\right)^{2}\right] \\
& =\bar{p} B_{n}^{2} \max _{k} \mathbb{E}_{n}\left[\varepsilon_{i k} v_{i k}^{\prime}\right] \mathbb{E}_{n}\left[v_{i k} v_{i k}^{\prime}\right]^{-1} \mathbb{E}_{n}\left[v_{i k} \varepsilon_{i k}\right] \\
& \leqslant{ }_{(2)} c_{1}^{-1} \bar{p} B_{n}^{2} \max _{k}\left\|\mathbb{E}_{n}\left[v_{i k} \varepsilon_{i k}\right]\right\|^{2} \\
& \leqslant c_{1}^{-1} \bar{p}^{2} B_{n}^{2} \max _{k, j}\left|\mathbb{E}_{n}\left[v_{i k j} \varepsilon_{i k}\right]\right|^{2} \\
& ={ }_{(3)} O_{\mathrm{P}}\left(\bar{p}^{2} B_{n}^{2}(\log p) / n\right),
\end{aligned}
$$

where (1) follows from inequality (28), (2) is by Assumption M-(iv), and (3) follows by applying Lemma A.1. The claim of this step follows.

Step 3. We prove that $I I I_{j k}=\mathbb{E}_{n}\left[x_{i k j}^{2} \varepsilon_{i k}\left(v_{i k}^{\prime}\left(\widehat{\beta}_{k}-\beta_{k}\right)\right)\right]=O_{\mathrm{P}}\left(r_{n 23}\right)$ uniformly over $k=1, \ldots, K$ and $j=1, \ldots, p_{k}$ where $r_{n 23}=\bar{p}^{2} B_{n}^{2}(\log p) / n$. We have

$$
\begin{aligned}
\max _{k, j}\left|\mathbb{E}_{n}\left[x_{i k j}^{2} \varepsilon_{i k}\left(v_{i k}^{\prime}\left(\widehat{\beta}_{k}-\beta_{k}\right)\right)\right]\right| & \leqslant \max _{k, j}\left\|\mathbb{E}_{n}\left[x_{i k j}^{2} \varepsilon_{i k} v_{i k}^{\prime}\right]\right\|\| \| \widehat{\beta}_{k}-\beta_{k} \| \\
& \leqslant \max _{k, j, l} \sqrt{\bar{p}} \mid \mathbb{E}_{n}\left[x_{i k j}^{2} \varepsilon_{i k} v_{i k l}\right]\| \| \widehat{\beta}_{k}-\beta_{k} \| .
\end{aligned}
$$

Then

$$
\begin{aligned}
& \max _{k}\left\|\widehat{\beta}_{k}-\beta_{k}\right\|=\max _{k}\left\|\mathbb{E}_{n}\left[v_{i k} v_{i k}^{\prime}\right]^{-1} \mathbb{E}_{n}\left[v_{i k} \varepsilon_{i k}\right]\right\| \leqslant(1) c_{1}^{-1} \max _{k}\left\|\mathbb{E}_{n}\left[v_{i k} \varepsilon_{i k}\right]\right\| \\
& \leqslant c_{1}^{-1} \sqrt{\bar{p}} \max _{k, j}\left|\mathbb{E}_{n}\left[v_{i k j} \varepsilon_{i k}\right]\right|={ }_{(2)} O_{\mathrm{P}}(\sqrt{\bar{p}(\log p) / n})
\end{aligned}
$$

where (1) follows from Assumption M-(iv) and (2) is as in step 2. In addition, Lemma A. 1 combined with inequalities (28) and (29) gives

$$
\begin{aligned}
\mathrm{E}\left[\max _{k, j, l}\left|\mathbb{E}_{n}\left[x_{i k j}^{2} \varepsilon_{i k} v_{i k l}\right]\right|\right] & =O\left(\bar{p} B_{n}^{3}(\log p) / n^{3 / 4}+\bar{p} B_{n}^{2} \sqrt{(\log p) / n}\right) \\
& =O\left(\bar{p} B_{n}^{2} \sqrt{(\log p) / n}\right)
\end{aligned}
$$

because $B_{n} \sqrt{\log p} / n^{1 / 4}=o(1)$. Combining presented bounds yields the claim of this step.

Lemma F.3. $\sum_{i=1}^{n} x_{i k j} \widehat{\varepsilon}_{i k} e_{i} / \sqrt{n}=O_{\mathrm{P}}\left(r_{n 1}\right)$ uniformly over $k=1, \ldots, K$ and $j=1, \ldots, p_{k}$. Recall that $r_{n 1}=\sqrt{\bar{p} \log p}$.

Proof. We have

$$
\begin{aligned}
\mathrm{E}_{e}\left[\max _{k, j}\left|\sum_{i=1}^{n} x_{i k j} \widehat{\varepsilon}_{i k} e_{i} / \sqrt{n}\right|\right] & \lesssim_{(1)} \sqrt{\log p} \max _{k, j}\left(\mathbb{E}_{n}\left[x_{i k j}^{2} \widehat{\varepsilon}_{i k}^{2}\right]\right)^{1 / 2} \\
& ={ }_{(2)} \sqrt{\log p} \max _{k, j}\left(\mathbb{E}_{n}\left[x_{i k j}^{2} \sigma_{i k}^{2}\right]+O_{\mathrm{P}}\left(r_{n 2}\right)\right)^{1 / 2} \\
& \leqslant{ }_{(3)} \sqrt{\log p} \max _{k, j}\left(\mathbb{E}_{n}\left[x_{i k j}^{2} \sigma_{i k}^{2}\right]\right)^{1 / 2}+O_{\mathrm{P}}\left(r_{n 2} \sqrt{\log p}\right) \\
& \leqslant{ }_{(4)} \sigma \sqrt{\log p} \max _{k, j}\left(\mathbb{E}_{n}\left[x_{i k j}^{2}\right]\right)^{1 / 2}+O_{\mathrm{P}}\left(r_{n 2} \sqrt{\log p}\right) \\
& ={ }_{(5)} O_{\mathrm{P}}(\sqrt{\bar{p} \log p}),
\end{aligned}
$$

where (1) follows from Pisier's inequality, (2) is from lemma F.2, (3) follows by applying Taylor expansion since $r_{n 2}=o(1)$ and $\mathbb{E}_{n}\left[x_{i k j}^{2} \sigma_{i k}^{2}\right]$ bounded away from zero, which is because of Assumptions M-(iii) and M-(v), (4) follows from Assumption M-(iii), and (5) is due to equation (29) and $r_{n 2}=o(1)$ again. The claim of the lemma follows.
Lemma F.4. $\sum_{i=1}^{n} x_{i k j}\left(\widehat{\varepsilon}_{i k}-\varepsilon_{i k}\right) e_{i} / \sqrt{n}=O_{\mathrm{P}}\left(r_{n 3}\right)$ uniformly over $k=$ $1, \ldots, K$ and $j=1, \ldots, p_{k}$ where $r_{n 3}=\bar{p} B_{n} \log p / \sqrt{n}$.
Proof. We have

$$
\begin{aligned}
\left.\mathrm{E}_{e}\left[\mid \sum_{i=1}^{n} x_{i k j}\left(\widehat{\varepsilon}_{i k}-\varepsilon_{i k}\right) e_{i} / \sqrt{n}\right]\right] & \lesssim{ }_{(1)} \sqrt{\log p} \max _{k, j}\left(\mathbb{E}_{n}\left[x_{i k j}^{2}\left(\widehat{\varepsilon}_{i k}-\varepsilon_{i k}\right)^{2}\right]\right)^{1 / 2} \\
& ={ }_{(2)} \sqrt{\log p} \max _{k, j}\left(\mathbb{E}_{n}\left[x_{i k j}^{2}\left(v_{i k}^{\prime}\left(\widehat{\beta}_{k}-\beta_{k}\right)\right)^{2}\right]\right)^{1 / 2} \\
& ={ }_{(3)} O_{\mathrm{P}}\left(\bar{p} B_{n} \log p / \sqrt{n}\right)
\end{aligned}
$$

where (1) follows from Pisier's inequality, (2) is by the definition of $\widehat{\varepsilon}_{i k}$, and (3) is by step 2 in the proof of lemma F.2. The result follows.

We now complete the proof of the theorem by applying Theorem 4.2 with $T, T_{0}, W$, and $W_{0}$ defined below. Let

$$
T_{0}:=\max _{k, j} \frac{\sum_{i=1}^{n} x_{i k j} \varepsilon_{i k} / \sqrt{n}}{\sqrt{\mathbb{E}_{n}\left[x_{i k j}^{2} \sigma_{i k}^{2}\right]}} .
$$

Then

$$
\begin{aligned}
T & :=\max _{k, j} \frac{\sum_{i=1}^{n} x_{i k j} \varepsilon_{i k} / \sqrt{n}}{\sqrt{\mathbb{E}_{n}\left[x_{i k j}^{2} \widehat{\varepsilon}_{i k}^{2}\right]}}=\max _{k, j} \frac{\sum_{i=1}^{n} x_{i k j} \varepsilon_{i k} / \sqrt{n}}{\sqrt{\mathbb{E}_{n}\left[x_{i k j}^{2} \sigma_{i k}^{2}\right]+O_{\mathrm{P}}\left(r_{n 2}\right)}} \\
& =T_{0}+O_{\mathrm{P}}\left(r_{n 1} r_{n 2}\right)=T_{0}+o_{\mathrm{P}}(1 / \sqrt{\log p}),
\end{aligned}
$$

where we used lemmas F. 1 and F. 2 and the facts that $\mathbb{E}_{n}\left[x_{i k j}^{2} \sigma_{i k}^{2}\right]$ is bounded away from zero and that $\bar{p}^{3} B_{n}^{4}(\log p)^{4} / n=o(1)$. Similarly,

$$
\begin{aligned}
W & :=\max _{k, j} \frac{\sum_{i=1}^{n} x_{i k j} \widehat{\varepsilon}_{i k} e_{i} / \sqrt{n}}{\sqrt{\mathbb{E}_{n}\left[x_{i k j}^{2} \widehat{\varepsilon}_{i k}^{2}\right]}}=\max _{k, j} \frac{\sum_{i=1}^{n} x_{i k j} \widehat{\varepsilon}_{i k} e_{i} / \sqrt{n}}{\sqrt{\mathbb{E}_{n}\left[x_{i k j}^{2} \sigma_{i k}^{2}\right]}}+O_{\mathrm{P}}\left(r_{n 1} r_{n 2}\right) \\
& =W_{0}+O_{\mathrm{P}}\left(r_{n 1} r_{n 2}+r_{n 3}\right)=W_{0}+o_{\mathrm{P}}(1 / \sqrt{\log p})
\end{aligned}
$$

where

$$
W_{0}:=\max _{k, j} \frac{\sum_{i=1}^{n} x_{i k j} \varepsilon_{i k} e_{i} / \sqrt{n}}{\sqrt{\mathbb{E}_{n}\left[x_{i k j}^{2} \sigma_{i k}^{2}\right]}}
$$

and where we additionally used lemmas F. 3 and F. 4 and the fact that $\bar{p} B_{n}(\log p)^{3 / 2} / \sqrt{n}=o(1)$. It follows that equations (12) and (13) in Section 4 hold for some $\zeta_{1}$ and $\zeta_{2}$ satisfying $\zeta_{1} \sqrt{\log p}+\zeta_{2}=o(1)$ for chosen $T$, $T_{0}, W$, and $W_{0}$. Therefore, the theorem follows from Theorem 4.2.

## Appendix G. Proofs for Section 7

G.1. Proof of Theorem 7.1. We only consider the case with four bounded moments. The sub-Gaussian case is similar. In this proof, let $c>0$ and $C>0$ denote generic constants depending only on $c_{1}, C_{1}, \underline{\sigma}^{2}, \bar{\sigma}^{2}$ and their values may change from place to place. Let

$$
T_{0}:=\max _{1 \leqslant j \leqslant p} \frac{\sum_{i=1}^{n} z_{i j} \varepsilon_{i} / \sqrt{n}}{\sqrt{\mathbb{E}_{n}\left[z_{i j}^{2} \sigma_{i}^{2}\right]}} \text { and } W_{0}:=\max _{1 \leqslant j \leqslant p} \frac{\sum_{i=1}^{n} z_{i j} \varepsilon_{i} e_{i} / \sqrt{n}}{\sqrt{\mathbb{E}_{n}\left[z_{i j}^{2} \sigma_{i}^{2}\right]}}
$$

Step 1. We show that $\mathrm{P}\left(\left|T-T_{0}\right|>\zeta_{1}\right)<\zeta_{2}$ for some $\zeta_{1}$ and $\zeta_{2}$ satisfying $\zeta_{1} \sqrt{\log p}+\zeta_{2} \leqslant C n^{-c}$.

Under the conditions of the theorem, applying Corollary 2.2 followed by Pisier's inequality for Gaussian random vectors, we have

$$
\begin{equation*}
\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} \sum_{i=1}^{n} z_{i j} \varepsilon_{i} / \sqrt{n}>C \sqrt{\log p}\right) \leqslant n^{-c} \tag{30}
\end{equation*}
$$

for sufficiently large $C$. Moreover,

$$
\begin{aligned}
\mathbb{E}_{n}\left[z_{i j}^{2}\left(\widehat{\varepsilon}_{i}^{2}-\sigma_{i}^{2}\right)\right] & =\mathbb{E}_{n}\left[z_{i j}^{2}\left(\widehat{\varepsilon}_{i}-\varepsilon_{i}\right)^{2}\right]+\mathbb{E}_{n}\left[z_{i j}^{2}\left(\varepsilon_{i}^{2}-\sigma_{i}^{2}\right)\right]+2 \mathbb{E}_{n}\left[z_{i j}^{2} \varepsilon_{i}\left(\widehat{\varepsilon}_{i}-\varepsilon_{i}\right)\right] \\
& =: I+I I+I I I
\end{aligned}
$$

Consider I. We have

$$
I \leqslant(1) \max _{1 \leqslant i \leqslant n}\left(\widehat{\varepsilon}_{i}-\varepsilon_{i}\right)^{2} \leqslant(2) C\|\widehat{\beta}-\beta\|^{2} \leqslant{ }_{(3)} C\left\|\mathbb{E}_{n}\left[v_{i} \varepsilon_{i}\right]\right\|^{2}
$$

where (1) follows from assumption S-(ii), (2) from S-(iv) and S-(v), and (3) holds because of S -(vi). Since $\mathrm{E}\left[\left\|\mathbb{E}_{n}\left[v_{i} \varepsilon_{i}\right]\right\|^{2}\right] \leqslant C / n$, Markov's inequality implies that for every $\psi>0$,

$$
\begin{equation*}
\mathrm{P}\left(\max _{1 \leqslant j \leqslant p} \mathbb{E}_{n}\left[z_{i j}^{2}\left(\widehat{\varepsilon}_{i}-\varepsilon_{i}\right)^{2}\right]>\psi\right) \leqslant C /(n \psi) \tag{31}
\end{equation*}
$$

Consider II. Combining Lemma A. 1 and Markov's inequality, we have

$$
\begin{equation*}
\mathrm{P}\left(\max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[z_{i j}^{2}\left(\varepsilon_{i}^{2}-\sigma_{i}^{2}\right)\right]\right|>\psi\right) \leqslant C B^{2} \log p /(\sqrt{n} \psi) \tag{32}
\end{equation*}
$$

Consider III. We have $|I I I| \leqslant 2\left|\mathbb{E}_{n}\left[z_{i j}^{2} v_{i}^{\prime}(\beta-\widehat{\beta}) \varepsilon_{i}\right]\right| \leqslant 2\left\|\mathbb{E}_{n}\left[z_{i j}^{2} \varepsilon_{i} v_{i}\right]\right\| \| \widehat{\beta}-$ $\beta \|$. Using the same arguments as above, we have

$$
\begin{align*}
\mathrm{P}\left(\max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[z_{i j}^{2} \varepsilon_{i}\left(\widehat{\varepsilon}_{i}-\varepsilon_{i}\right)\right]\right|>\psi\right) & \leqslant \mathrm{P}\left(\max _{1 \leqslant j \leqslant p}\left\|\mathbb{E}_{n}\left[z_{i j}^{2} \varepsilon_{i} v_{i}\right]\right\|>\psi / 2\right)+C / n \\
& \leqslant C\left\{B_{n}^{2} \log p /(\sqrt{n} \psi)+1 / n\right\} \tag{33}
\end{align*}
$$

Combining (30), (31), (32), and (33) and using Taylor's expansion leads to

$$
\mathrm{P}\left(\left|T-T_{0}\right|>C \psi \sqrt{\log p}\right) \leqslant B_{n}^{2} \log p /(\sqrt{n} \psi)+1 /(n \psi)+n^{-c}
$$

for sufficiently small $\psi$. By setting $\psi=(\log p)^{-1} n^{-c}$ for sufficiently small $c>0$, we obtain the claim of this step.

Step 2. We show that $\mathrm{P}\left(\mathrm{P}_{e}\left(\left|W-W_{0}\right|>\zeta_{1}\right)>\zeta_{2}\right)<\zeta_{2}$ for some $\zeta_{1}$ and $\zeta_{2}$ satisfying $\zeta_{1} \sqrt{\log p}+\zeta_{2} \leqslant C n^{-c}$.

For $\psi>0$, consider the event such that $\max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[z_{i j}^{2}\left(\widehat{\varepsilon}_{i}^{2}-\sigma_{i}^{2}\right)\right]\right| \leqslant \psi$, $\max _{1 \leqslant j \leqslant p}\left|\mathbb{E}_{n}\left[z_{i j}^{2} \varepsilon_{i}\left(\widehat{\varepsilon}_{i}-\varepsilon_{i}\right)\right]\right| \leqslant \psi$, and $\max _{1 \leqslant i \leqslant p}\left(\widehat{\varepsilon}_{i}-\varepsilon_{i}\right)^{2} \leqslant \psi^{2}$. By calculations in step 1 , this event has probability at least $1-C\left(B^{2} \log p /(\sqrt{n} \psi)+\right.$ $\left.1 /\left(n \psi^{2}\right)+1 / n\right)$. Moreover, on this event,

$$
\begin{aligned}
& \mathrm{P}_{e}\left(\max _{1 \leqslant j \leqslant p}\left|\sum_{i=1}^{n} z_{i j} \widehat{\varepsilon}_{i} e_{i} / \sqrt{n}\right|>C \sqrt{(1+\psi) \log p}\right) \leqslant 1 / n \\
& \mathrm{P}_{e}\left(\left|\max _{1 \leqslant j \leqslant p} \sum_{i=1}^{n} z_{i j} \widehat{\varepsilon}_{i} e_{i} / \sqrt{n}-\max _{1 \leqslant j \leqslant p} \sum_{i=1}^{n} z_{i j} \varepsilon_{i} e_{i} / \sqrt{n}\right|>C \psi \sqrt{\log p}\right) \leqslant 1 / n
\end{aligned}
$$

for sufficiently large $C>0$ because $\mathbb{E}_{n}\left[z_{i j}^{2} \widehat{\varepsilon}_{i}^{2}\right]=\mathbb{E}_{n}\left[z_{i j}^{2} \sigma_{i}^{2}\right]+\mathbb{E}_{n}\left[z_{i j}^{2}\left(\widehat{\varepsilon}_{i}^{2}-\sigma_{i}^{2}\right)\right] \leqslant$ $C+\psi$ and $\left(\mathbb{E}_{n}\left[z_{i j}^{2}\left(\widehat{\varepsilon}_{i}-\varepsilon_{i}\right)^{2}\right]\right)^{1 / 2} \leqslant \max _{1 \leqslant i \leqslant n}\left|\widehat{\varepsilon}_{i}-\varepsilon_{i}\right| \leqslant \psi$. Therefore, on this event, using Taylor's expansion, we have

$$
\mathrm{P}_{e}\left(\left|W-W_{0}\right|>C \psi \sqrt{\log p}\right) \lesssim 1 / n
$$

for sufficiently small $\psi$. By setting $\psi=(\log p)^{-1} n^{-c}$ for sufficiently small $c>0$, we obtain the claim of this step.

Step 3. Steps 1 and 2 verified conditions (12) and (13) of section 4. The claim of the theorem now follows by applying Corollary 4.1.
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