cemmap

centre for microdata methods and practice

Best linear approximations to set

identified functions: with an application to
the gender wage gap

Arun G. Chandrasekhar
Victor Chernozhukov
Francesca Molinari
Paul Schrimpf

The Institute for Fiscal Studies
Department of Economics, UCL

cemmap working paper CWP09/19

An ESRC Research Centre



BEST LINEAR APPROXIMATIONS TO SET IDENTIFIED FUNCTIONS:
WITH AN APPLICATION TO THE GENDER WAGE GAP

ARUN G. CHANDRASEKHAR, VICTOR CHERNOZHUKOV, FRANCESCA MOLINARI,
AND PAUL SCHRIMPF

ABSTRACT. This paper provides inference methods for best linear approximations to func-
tions which are known to lie within a band. It extends the partial identification literature
by allowing the upper and lower functions defining the band to carry an index, and to
be unknown but parametrically or non-parametrically estimable functions. The identifi-
cation region of the parameters of the best linear approximation is characterized via its
support function, and limit theory is developed for the latter. We prove that the sup-
port function can be approximated by a Gaussian process and establish validity of the
Bayesian bootstrap for inference. Because the bounds may carry an index, the approach
covers many canonical examples in the partial identification literature arising in the pres-
ence of interval valued outcome and/or regressor data: not only mean regression, but also
quantile and distribution regression, including sample selection problems, as well as mean,
quantile, and distribution treatment effects. In addition, the framework can account for
the availability of instruments. An application is carried out, studying female labor force
participation using data from Mulligan and Rubinstein (2008) and insights from Blundell,
Gosling, Ichimura, and Meghir (2007). Our results yield robust evidence of a gender wage
gap, both in the 1970s and 1990s, at quantiles of the wage distribution up to the 0.4, while
allowing for completely unrestricted selection into the labor force. Under the assumption
that the median wage offer of the employed is larger than that of individuals that do not
work, the evidence of a gender wage gap extends to quantiles up to the 0.7. When the
assumption is further strengthened to require stochastic dominance, the evidence of a gen-
der wage gap extends to all quantiles, and there is some evidence at the 0.8 and higher
quantiles that the gender wage gap decreased between the 1970s and 1990s.
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1. INTRODUCTION

This paper contributes to the partial identification literature by providing estimation
and inference results for best linear approximations to set identified functions. Specifically,
we work with a family of functions f(z,«) indexed by some parameter @ € A, that is
known to satisfy Oy(z, o) < f(z,a) < 61(z,a), z — a.s., with z € R? a vector of covariates.
Econometric frameworks yielding such restriction are ubiquitous in economics and in the
social sciences, as illustrated by Manski (2003, 2007). Cases explicitly analyzed in this paper
include: (1) mean regression; (2) quantile regression; and (3) distribution and duration
regression, in the presence of interval valued outcome and/or covariate data, including
hazard models with interval-valued failure times; (4) sample selection problems; (5) mean
treatment effects; (6) quantile treatment effects; and (7) distribution treatment effects, see
Section 3| for details)| Yet, the methodology that we propose can be applied to virtually any
of the frameworks discussed in Manski (2003, 2007). In fact, our results below also allow
for exclusion restrictions that yield intersection bounds of the form sup,cy 6o(z,v, ) =
Oo(z,a) < f(z,a) < O1(x,a) = infyey O1(x,v, ) T — a.s., with v an instrumental variable
taking values in a finite set V. The bounding functions 0y(z, o) and 61 (x, @) may be indexed
by a parameter o € A and may be any estimable function of z.

When the restriction 6y(z, o) < f(x, ) < 01(x, @) z—a.s. summarizes all the information
available to the researcher, the identification region for f(-, ) is given by the set of functions

S(a) ={o(, @) : Op(z, ) < (z,c0) < O1(z,0) ¢ — a.s.} (1.1)

The set §(«), while sharp, can be difficult to interpret and report, especially when z
is multi-dimensional. Similar considerations apply to related sets, e.g. the set of marginal
effects of components of x on f (z, ). Consequently, in this paper we focus on the sharp set
of parameters characterizing best linear approximations to the functions comprising § («).
This set, denoted B («) in what follows, is of great interest in empirical work because of its
tractability. In particular, it can be computed extremely rapidly using standard statistical
packages such as Stata or RE|

Our method appears to be the first and currently only method available in the literature
for performing inference on the set B («) and its elements when the bounding functions
0o(-, ) and (-, @) need to be estimated. This estimation may be carried out both para-
metrically as well as non-parametrically via series methods. Previous closely related con-
tributions by Beresteanu and Molinari (2008, BM henceforth) and Bontemps, Magnac, and
Maurin (2012) provided inference methods for best linear approximations to conditional
expectations in the presence of interval outcome data. In that environment, the bounding
functions do not need to be estimated, as the set of best linear approximations can be

Iror example, one may be interested in the a-conditional quantile of a random variable y given =z,
denoted Q (a|z), but only observe interval data [yo,y1] which contain y with probability one. In this case,
f(z,0) = Qy (a]z) and O¢(z, ) = Q¢ (a|x), £ = 0,1, the conditional quantiles of properly specified random
variables.

2An implementation in R with non-parametrically estimated functions 6y(-, a),0:(-,«) can be found
at https://bitbucket.org/paulschrimpf/mulligan-rubinstein-boundslAn implementation in Stata with
observed 0y(-, ), 01(,) can be found at https://molinari.economics.cornell.edu/programs/Stata_
SetBLP.zip.


https://bitbucket.org/paulschrimpf/mulligan-rubinstein-bounds
https://molinari.economics.cornell.edu/programs/Stata_SetBLP.zip
https://molinari.economics.cornell.edu/programs/Stata_SetBLP.zip
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characterized directly through functions of moments of the observable variables. Hence,
our paper builds upon and significantly generalizes their results. These generalizations are
our main contribution and are important for many empirically relevant applications.

As we discuss in Section [2| the set B («) is convex and hence can be fully characterized
by its support functionﬁ We therefore use this function to carry out inference for B («)
and its elements. An application of results in BM and Bontemps, Magnac, and Maurin
(2012) gives that the support function of B(«) is equal to the expectation of a function
s(0g(z, ), 01(z,a), 2, E (zz’)) . Hence, the analogy principle suggests to estimate the sup-
port function of B («) through a sample average of the same function s, where 6y(x, «) and
01(x, ) are replaced by parametric or non-parametric estimators, and E (zz’) is replaced
by its sample analog. We show that the resulting estimator is consistent for the support
function of B («), uniformly over (q,a) € S4! x A, where S := {q € R? : ||q|| = 1}
is the range of directions for which the support function needs to be evaluated to fully
characterize B («). We then provide a methodology for inference. In doing so, our paper
overcomes significant technical complications, thereby making contributions of independent
interest,.

First, when 0y (-, ) and 6, (-, ) are non-parametrically estimated through series methods,
we show that the support function process is strongly approximated by a Gaussian process
on 81 x A that may not necessarily converge as the number of series functions increases to
infinity. To solve this difficulty, we show that each subsequence has a further subsequence
converging to a tight Gaussian process on S¢ ! x A with a uniformly equicontinuous and
non-degenerate covariance function. We show how to conduct inference using properties
of this covariance function, and we provide a consistent Bayesian bootstrap procedure to
estimate quantiles of functions of the Gaussian process.

Second, we allow for the possibility that some of the regressors in x have a discrete dis-
tribution. In order to conduct test of hypothesis and make confidence statements, both BM
and Bontemps, Magnac, and Maurin (2012) had explicitly ruled out discrete regressors, as
their presence greatly complicates the derivation of the limiting distribution of the support
function process. By using a simple data-jittering technique, we show that these compli-
cations completely disappear, albeit at the cost of basing statistical inference on a slightly
conservative confidence set

Third the function f(-,a) may be set identified via intersection of bounds of the form
Sup,cy bo(z,v,a) < f(z,a) < inf,ep bq(z,v,0) x — a.s., with V a finite set. In this case
we show that the set of best linear approximations to the intersected bands of functions is
equal to the intersection of the sets of best linear approximations obtained for each v € V
corresponding to the band 6y (z, v, o) < f(z, ) < 61(x, v, ). We then propose an extremely

34The support function (of a nonempty closed convex set B in direction ¢) o (g) is the signed distance of
the support plane to B with exterior normal vector ¢ from the origin; the distance is negative if and only if
q points into the open half space containing the origin,” Schneider (1993, page 37). See Rockafellar (1970,
Chapter 13) or Schneider (1993, Section 1.7) for a thorough discussion of the support function of a closed
convex set and its properties.

More recently, Fang and Santos (2018) propose an alternative resampling scheme, which does not require
data jittering, and is valid in our context. Their procedure, however, requires the estimation of the directional
derivative of the support function.
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straightforward, albeit (mildly) conservative, procedure to conduct inference. More pow-
erful inference can be achieved by employing either the precision correction procedure of
Chernozhukov, Lee, and Rosen (2013) or the generalized moment selection approach of
Andrews and Shi (2013).

Because the support function process is characterized on the entire S%! x A, our func-
tional asymptotic results also allow us to perform inference on statistics that involve a
continuum of values for ¢ and/or for a. The latter is a substantial advancement compared
to the related literature using support function for inference in partially identified models.
For example, for best linear approximations to conditional quantile functions with interval
outcome data, we are able to test whether a given regressor z; has a positive coefficient in
the best linear approximation for all & € A. When the conditional quantile is in fact linear,
rejection of this assumption implies that x; has a non-positive effect for some o € A.

To illustrate the use of our estimator, we revisit the analysis of Mulligan and Rubinstein
(2008) in light of the bounding approach of Blundell, Gosling, Ichimura, and Meghir (2007).
The literature studying female labor force participation has argued that the gender wage gap
has shrunk between 1975 and 2001. Mulligan and Rubinstein (2008) suggest that women’s
wages may have grown less than men’s wages between 1975 and 2001, had their behavior
been held constant, but a selection effect induces the data to show the gender wage gap
contracting. They point out that a growing wage inequality within gender induces women to
invest more in their market productivity. In turn, this would differentially pull high skilled
women into the workplace and the selection effect may make it appear as if cross-gender
wage inequality had declined. To test this conjecture they employ a Heckman selection
model to correct married women’s conditional mean wages for selectivity and investment
biases. Using CPS repeated cross-sections from 1975-2001 they argue that the selection of
women into the labor market has changed sign, from negative to positive, or at least that
positive selectivity bias has come to overwhelm investment bias. Specifically, they find that
the gender wage gap measured by OLS decreased from -0.419 in 1975-1979 to -0.256 in 1995-
1999. After correcting for selection using the classic Heckman selection model, they find
that the wage gap was -0.379 in 1975-1979 and -0.358 in 1995-1999, thereby concluding that
correcting for selection, the gender wage gap may have not shrunk at all. Because it is well
known that without a strong exclusion restriction results of the normal selection model can
be unreliable, Mulligan and Rubinstein conduct a sensitivity analysis which corroborates
their findings.

We provide an alternative approach. We use our method to estimate bounds on the
quantile gender wage gap for the 1970s and the 1990s, without assuming a parametric form
of selection or a strong exclusion restriction. When selection into the labor force if left
completely unrestricted, we are able to document a gender wage gap for quantiles up to the
0.4. We then augment our analysis with additional assumptions, following the identification
analysis earlier put forward by Blundell, Gosling, Ichimura, and Meghir (2007) to study the
gender wage gap in the UK. Under the assumption that the median wage offer of the
employed is larger than that of individuals that do not work, the evidence of a gender wage
gap extends to quantiles up to the 0.7. When the assumption is further strengthened to
require stochastic dominance, the evidence of a gender wage gap extends to all quantiles, and
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there is some evidence at the 0.8 and higher quantiles that the gender wage gap decreased
between the 1970s and 1990s.

Related Literature. This paper contributes to a growing literature on inference on set-
identified parameters. Important examples in the literature include, among others, Andrews
and Barwick (2012), Andrews and Shi (2013), Andrews and Soares (2010), BM, Bontemps,
Magnac, and Maurin (2012), Bugni (2010), Canay (2010), Chernozhukov, Hong, and Tamer
(2007), Chernozhukov, Lee, and Rosen (2013), Galichon and Henry (2009), Kaido (2016),
Kaido and Santos (2014), Romano and Shaikh (2008), Romano and Shaikh (2010), and
Rosen (2008). BM propose an approach for estimation and inference in models where the
identification region is equal to the Aumann expectation of a properly defined random set
that can be constructed from observable random variables, and can therefore be estimated
via Minkowski averages of sample counterparts. Building on the fundamental insight in
random set theory that convex compact sets can be represented via their support func-
tions to leverage limit theorems for stochastic processes (Artstein and Vitale (1975)), BM
propose a support function based framework for inference in partially identified models.
They use best linear prediction as their main illustration. Bontemps, Magnac, and Maurin
(2012) extend the results of BM in important directions, by allowing for incomplete linear
moment restrictions where the number of restrictions exceeds the number of parameters to
be estimated, and extend the familiar Sargan test for overidentifying restrictions to par-
tially identified models. Kaido (2016) establishes a duality between the criterion function
approach proposed by Chernozhukov, Hong, and Tamer (2007), and the support function
approach proposed by BM. Kaido and Santos (2014) establish that support function based
estimators for identified sets resulting from convex moment inequalities are asymptotically
efficient, including the estimator proposed by BM.

Closely related to the application of our method to the sample selection example, is
the work of Kline and Santos (2013). They study the sensitivity of empirical conclusions
about conditional quantile functions to the presence of missing outcome data, when the
Kolmogorov-Smirnov distance between the conditional distribution of observed outcomes
and the conditional distribution of missing outcomes is bounded by some constant k across
all values of the covariates. Under these assumptions, Kline and Santos show that the
conditional quantile function is sandwiched between a lower and an upper band, indexed
by the level of the quantile and the constant k. They conduct inference pointiwise in «,
under the assumptions that: (i) the support of the covariates is finite, so that the lower and
upper bands can be estimated at parametric rates; and (ii) the distribution of = is known,
thereby obtaining that E (zz') is known. Each of these assumptions significantly simplifies
the derivation of the asymptotic distribution, but is often not warranted in applications.
The former assumption rules out the presence of any continuous regressor, while the latter
introduces a strong element of arbitrariness in the analysis. In sharp contrast, our results
are derived without imposing any of these assumptions, hold uniformly in «, and allow the
researcher to utilize instruments. While technically challenging, allowing for non-parametric
estimates of the bounding functions and for intersection bounds considerably expands the
domain of applicability of our approach, while allowing for an unknown population distri-
bution on x eliminates a significant element of arbitrariness from the analysis.
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Structure of the Paper. Section [2| develops our framework, and Section [3| demonstrates
its versatility by applying it to quantile regression, distribution regression, sample selection
problems, and treatment effects. Section [4] provides an overview of our theoretical results
and describes the estimation and inference procedures. Section [5| reports results for our
empirical application. Section [6] concludes. All proofs are in the Appendix.

2. THE GENERAL FRAMEWORK

We propose a method to carry out inference for best linear approximations to the set of
functions § (o) defined in equation (L.I). We let = denote a (column) vector in R?, and
a € A some index with A a compact set. For example, in quantile regression « denotes a
quantile; in duration regression a denotes a failure time. We assume that for each z the
bounding functions 6y(z, ) and 6;(z, ) are absolutely integrable. We note that even in
the special case where f(-, ) is linear in x, the bounding functions 6y(-, ), 01 (-, &) need not
be linear in x and economic theory may provide little guidance on their functional form.
Therefore, our asymptotic results allow for non-parametric estimation of these functions via
series methods.

If the true function of interest f(-, ) were point identified, we could approximate it with
a linear function by choosing coefficients 3(«) to minimize the expected squared prediction
error E[(f(z,a) —2'B («))?] under the assumption that E[x2’] is full rank. Because f(-, ) is
only known to lie in § («) , performing this operation for each admissible function ¢(-, «) €
§ (o) yields a set of observationally equivalent parameter vectors, denoted B («):

B(a) ={p € R%: 3= arg;ninE[((b(:z:,a) —2'0)?], P (fp(z,a) < ¢(z,a) < 0y (x,a)) =1}

={p e RY: B = Elzz'| 'E[z¢(x, )], P (o(z, ) < ¢(z,a) < 0i(z,a)) =1}. (2.1)

It is easy to see that the set B («) is almost surely non-empty, compact, and convex valued,
because it is obtained by applying linear operators to the (random) almost surely non-
empty interval [0y(x, ), 61 (z, )], see BM (Section 4) for a discussion. Hence, B («) can be
characterized quite easily through its support function

o(ga):= sup ¢'B(a),
B(a)EB(a)

which takes on almost surely finite values Vg € S !. In fact,
Bla)= N {b:¢b<o(g,a)}, (2.2)

geSd—1
see Rockafellar (1970, Chapter 13). The support function provides a convenient way to
compute projections of the identified set. These can be used to report upper and lower
bounds on individual coefficients and draw two-dimensional identification regions for pairs of
coefficients. For example, the bound for the kth component of 8(«) is [—o(—eg, ), o(eg, )],
where ey, is the kth standard basis vector. Similarly, the bound for a linear combination of
the coefficients, ¢'8(a), is [—0(—q, @), 0(q,a)]. Figure provides an illustration. In this
example, 3 is three dimensional. The left panel shows the entire identified set. The right
panel shows the joint identification region for 81 and Bs. The identified intervals for 51 and
B2 are also marked in red on the right panel.
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FIGURE 2.1. Identification region and its projections
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More generally, if the criterion for “best” linear approximation is to minimize E[(f(x, ) —
2'b(a)ZWE2(f(x,a) — 2'b(a))], where W is a j x j weight matrix and Z a j x 1 vector of
instruments, then we have

B(a)={p € R%: 3= E[$§,W§$l]_1E[l’2/W2(Z)(1‘, a)l, P(Og(z,a) < ¢(z,a) < b1(z,a)) = 1}.

As in Bontemps, Magnac, and Maurin (2012), Magnac and Maurin (2008), and BM (p.
807) the support function of B(«) can be shown to beﬂ
o(q, @) = E[zqwg]

where

z = zFW3z, z = ¢E[z2/] !z,

wge = 01(z,a)l(zg > 0) +bp(z,a)l(z, <0).

We estimate the support function by plugging in estimates of 0y(x, ), £ = 0,1, and taking
empirical expectations:

o(qg,a) =E, [q' (En [xzz;])fl % (51 (i, a)1(Zig > 0) + 50(5131', a)l(Zig < 0))} ,

where E,, denotes the empirical expectation, z;; = ¢’ (E,, [xizl’-])_l z;, and é\g (r,a), £ =0,1,
are the estimators of 6, (z, ).

5To further illustrate, suppose that z = z = [l;z1], with z1 a scalar random variable, so 8(a) =
[ﬁo (a) Ba (a)]. In most applications, 51 () is the primary object of interest. Setting ¢ = [0 + 1], BM and
Bontemps, Magnac, and Maurin (2012) give explicit formulae for the upper and lower bound of §1(«):

cov(zis, fi) _E [(z1; — E[z1:]) (0151 {z1: < Elz1s]} + 0oil {z1: > E[z1i]})]

él(a) :fi€[97’,019i1] Var(l'il) E[xi} - E[mliP
. cov(zii, fi)  Bl(z1 — E[z11]) (0151 {z1: > B[]} + 0oil {z1i < E[z1:]})]
Bi(a) *fie[s‘g?seil] var(zi1) E[z?;] — Elz1i]?

where 0o; = 6o(zi, ) and 61; = 01 (x;, a), see also Stoye (2007).
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3. MOTIVATING EXAMPLES

3.1. Interval valued data. Analysis of regression with interval valued data has become a
canonical example in the partial identification literature due to the widespread presence of
such data. The Health and Retirement Study is one of the first instances where income data
is collected from respondents in the form of brackets, with degenerate (singleton) intervals
for individuals who opt to fully reveal their income (see, e.g. Juster and Suzman (1995)).
The Occupational Employment Statistics (OES) program at the Bureau of Labor Statistics
collects wage data from employers as intervals, and uses these data to construct estimates
for wage and salary workers in 22 major occupational groups and 801 detailed occupations.
Due to concerns for privacy, public use tax data are recorded as the number of tax payers
which belong to each of a finite number of cells, see e.g. Picketty (2005)E|

3.1.1. Interval valued y. BM and Bontemps, Magnac, and Maurin (2012), among others,
have focused on estimation of best linear approximations to conditional expectation func-
tions with interval outcome data. Our framework covers the conditional expectation case,
as well as an extension to quantile regression wherein we set identify §(«) across all quan-
tiles a € A. To avoid redundancy with the related literature, here we describe the setup for
quantile regression. Let the a-th conditional quantile of y|x be denoted @, (a|z). We are
interested in a linear approximation z’3(«) to this function. However, we do not observe
y. Instead we observe yp and y;, with P (yo <y < y1) = 1. It is immediate that

Qyo(a]z) < Qylalz) < Qy (alz) 7 —a.s.,

where @y, (c|z) is the a-th conditional quantile of yy|z, £ = 0, 1. Hence, the identification
region B(a) is as in equation ((2.1)), with 6,(z, o) = Qy,(|z).

3.1.2. Interval valued x. Consider now inference on functionals of P (y|z), when y is per-
fectly observed but z is only learned to lie in the interval [zg,z1], as P (zo <z < x;) =1,
with xg,x; observed. Our methodology applies to the framework of Manski and Tamer
(2002), extended to the case of quantile regressionﬂ Following Manski and Tamer, we as-
sume that the conditional expectation (respectively, quantile) of y|z is weakly monotonic
in x, say nondecreasing, and mean independent of g,z conditional on z (respectively,
Qy(alx,xg,21) = Qy(alx)). Manski and Tamer show that

sup E (y|lzo, 1) < E (y|z) < zilng(yWo,fl), (3.1)
0=

1<z

and similar reasoning yields

sup Qy (o|zo, z1) < Qylalz) < mion>fx Qy (a]zo, 1) . (3.2)

xr1<x

6See Manski and Tamer (2002) and Bontemps, Magnac, and Maurin (2012) for more examples.

Our approach also applies to the framework of Magnac and Maurin (2008), who study identification
in semi-parametric binary regression models with regressors that are either discrete or measured by inter-
vals, under an uncorrelated error assumption, a conditional independence assumption between error and
interval/discrete valued regressor, and a finite support assumption.
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Hence, the identification region B(«) corresponding to is as in equation , with

Oo(z, ) = sup,, <, E (y|zo, 1) and 01(z, a) = infy >, E (y|xo, 1), while the the identifica-

tion region B(«) corresponding to is as in equation , with 0 (z, o) = sup,, <, @y (a|z0, 1)
and 61 (z, o) = infy >, Qy (a|zo, 21) .

3.2. Distribution and duration regression with interval outcome data. Distribu-
tion regression with interval valued data is another application of our method. We consider
models in which the conditional distribution of y|x is given by

P(y <alr) = Fy(alz) = @ (f(z,q))

where @ (.) is a known one-to-one link function. A special case of this class of models is
the duration model, wherein we have f(a,z) = g(a) + v (z), where g (.) is a monotonic
function. As in the quantile regression example, assume that we observe (yo,y1, ) with
P(yo <y <wy;)=1. Then

! (Fyp(al2)) < fz,0) < @71 (Fyu(alz)) .

Hence, B(a) is as in equation (2.1)), with 0, (z,«) = F,, _,,(a|r), £ = 0,1 and the operator
®~! applied to the bounding functions. A leading example, following Han and Hausman
(1990) and Foresi and Peracchi (1995), takes this form with ® a probit or logit link function.

3.3. Sample Selection. Sample selection is a commonplace problem in the empirical anal-
ysis of important economic phenomena, including labor force participation, skill composition
of immigrants, returns to education, program evaluation, productivity estimation, insur-
ance, models with occupational choice and financial intermediation (for recent examples,
see respectively Mulligan and Rubinstein (2008), Jasso and Rosenzweig (2008), Card (1999),
Imbens and Wooldridge (2009), Olley and Pakes (1996), Einav, Finkelstein, Ryan, Schrimpf,
and Cullen (2013), Townsend and Urzua (2009)). In Section |5 we use our methodology in
conjunction with the bounding approach of Blundell, Gosling, Ichimura, and Meghir (2007)
to revisit the analysis of Mulligan and Rubinstein (2008), who confront selection in the
context of female labor supply.

Consider a standard sample selection model. We are interested in the behavior of y
conditional on x; however, we only observe y when v = 1. Manski (1994) shows that the
sharp bounds on the conditional quantile function of y are

Qolalr) = {Qy (%ugl)x) U= 1) if o > P(u = 0]x)

Y0 otherwise

Qi(alz) = {Qy( Pla=1) Iv“:l) if « <P(u=1z)

Y1 otherwise

where yp is the smallest possible value that y can take (possibly —oo0) and y; is the largest
possible value that y can take (possibly 4+00). Thus, we obtain

Qo (alr) < Qy (alz) < Q1 (afz) .

and the corresponding set of coefficients of linear approximations to @ («|z) is as in equa-

tion , with 0y (z,a) = Q¢ (a|x), £ =0, 1.
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3.3.1. Alternative Form for the Bounds. As written above, the expressions for Qo(«|x) and
Q1(a|x) involve the propensity score, P (u|z) and several different conditional quantiles
of ylu = 1. Estimating these objects might be computationally intensive. We provide a
simplification by working with

go=yl{u=1} +yol{u=0}, G =yl{u=1}+yl{u=0}. (3.3)

One can easily verify that Qg, (o) = Q¢(a|z), £ = 0,1, hence the bounds on the conditional
quantile function can be obtained without calculating the propensity score.

3.3.2. Sample Selection with an Exclusion Restriction. Often when facing selection prob-
lems researchers impose exclusion restrictions. That is, they assume that there are some
components of x that affect P(u = 1|z), but not F(y|x). Availability of such an instrument,
denoted v, can help shrink the bounds on @Q,(«|z). For concreteness, we replace x with
(z,v) we assume that F(y|z,v) = F(y|x) Vv € V;, with V, denoting the support of v given
x, and we assume that V), is finite £ — a.s. To simplify notation, we assume V, =V for all
x, but we note that our approach is valid in the absence of this restriction. Using again
Manski (1994), for each v € V the bounds on the conditional quantile function are:

Qo(a|z,v) < Qylalz) < Qi(alz,v) Vv eV,
and therefore

sup Qo(alr,v) < Qy(alr) < inf Q1(alz,v),

veEY veY

where Qy(alz,v), £ = 0,1, are defined similarly to the previous section with x replaced
by (z,v), and as before we can avoid computing the propensity score by constructing the
variables 7y, £ = 0,1 as in equation . Then Qg,(a|z,v) = Q(alz,v), and the set of
coefficients of linear approximations to @, (alz) is as in equation (2.1), with 6o (z,) =
Supyey QQO (a‘xv U) and 6, (x, a) = infyep le (a‘x7 U)'

3.4. Average, Quantile, and Distribution Treatment Effects. Researchers are often
interested in mean, quantile, and distributional treatment effects. Our framework easily
accommodates these examples. Let yic denote the outcome for person ¢ if she does not
receive treatment, and yiT denote the outcome for person i if she receives treatment. The
methods discussed in the preceding section yield bounds on the conditional quantiles of these
outcomes. In turn, these bounds can be used to obtain bounds on the quantile treatment
effect as follows:

sup Qg(a|x,v)— inf Q?(a\x,v) < Qyr(alr)—Qye(alz) < inf QlT(a|:E,v) — sup ro(a]a:,v),
veEY veY veY vEVy

and again the corresponding set of coefficients of linear approximations to Q,r(alr) —
Qyc(alz) is as in equation , with Op(z,) = sup,ecp QF (a|z,v) — inf,ep QY (a|z,v),
and 0 (7, @) = inf,ey QT (alz,v) — sup,ey, QF (a|z,v).

Anjaglogous bounds apply for the distribution treatment effect and the mean treatment
effect

8Interval regressors can also be accommodated, by adapting the results in Section 3.1.
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4. ESTIMATION AND INFERENCE

4.1. Overview of the Results. This section provides an overview of our results, and
explains how these can be applied in practice. As described in section 2] our goal is to
estimate the support function, o(q, a).

4.1.1. Use of asymptotic results. We develop limit theory that allows us to (1) derive the
asymptotic distribution of the support function process; (2) provide inferential procedures;
and (3) establish validity of the Bayesian bootstrap. Bootstrapping is especially important
for practitioners, because of the potential complexity of the covariance functions involved
in the limiting distributions.

Limit theory and bootstrap. We show that the support function process Sy, (t) := /n (c(t) — oo(t)),
with t € T := 8% x A, is strongly approximated by a Gaussian process on T°:

Sn(t) =G [he (t)] + op (1)

in £ (T), where ¢> (T) denotes the set of all uniformly bounded real functions on T, k
denotes the number of series terms in our non-parametric estimator of 0y(z, ), £ = 0,1, and
hi (t) denotes a stochastic process carefully defined in Section Here, G [hy (t)] is a tight
P-Brownian bridge with covariance function Qy, (¢,¢') = E [hg (t) h (t)]—E [hg (£)] E [hg ().
We show that while the sequence of processes G[hx(t)] may not necessarily converge weakly
when k — 00, each subsequence has a further subsequence converging to a tight Gaussian
process in £°°(T) with a non-degenerate covariance function.

We show how to conduct inference using the quantiles of the sequence G [hy (t)]. Specif-
ically, if we have a continuous function f that satisfies certain (non-restrictive) conditions
detailed in Section 4.3E| and ¢, (1 —7) = ¢p (1 —7) +o0p (1) is a consistent estimator of the
(1 — 7)-quantile of f (G [hy (t)]), given by ¢, (1 — 7), then

P{f(Sp) <c,(1—=7)} = 1—1.

Finally, we consider the limiting distribution of the Bayesian bootstrap version of the
support function process, denoted Sy, (t) := \/n (6(t) — o(t)), and show that, conditional on
the data, it admits an approximation

—_—

S (£) = G [hg ()] + ope (1)

where G [hy, (t)] has the same distribution as G [hy (¢)] and is independent of G [hy (t)], and
P¢ denotes the probability measure conditional on the data. Since the bootstrap distribution
is asymptotically close to the true distribution of interest, this allows us to perform many
standard and some less standard inferential tasks.

Pointwise asymptotics. Suppose we want to form a confidence interval for ¢’8(«) for some
fixed ¢ and «. Since our estimator can be approximated by a sequence of Gaussian processes,
we know that

—/O'\(—q, Oé) + 00(_Q7a) ~
v (T ) =i (0.0(0.0).

- JO(Q? CM)

9For example, functions yielding test statistics based on the directed Hausdorff distance and on the
Hausdorff distance (see, e.g., BM) satisfy these conditions.
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To form a confidence interval that covers the bound on ¢’B(«) with probability 1 — 7 we
can take

~5(~q,a) +n'?C,jo(q,0) < ¢'B(a) < 5(q, ) +n2Ci_, j5(q, @)
where the critical values, aT/Q(q, a) and 61_7/2(q, «), are such that if (xl arg), ~ N(0,Q%(q,a)),
then
p <$1 2 CT/Q(Q’ Oé) y T2 < 01_7—/2((], O[)) =1l-7+ Op(l)
If we had a consistent estimate of Qx(q, ), we would be able to set

é’\7'/2(% Oé) _ Al/2 o _(I)_l(V 1_7—)
(al_f/z(q,Oé)) =% @) ( e (VI-T) )

where ®~1(-) is the inverse normal distribution function. However, the formula for Q(q, o)
is complicated and it can be difficult to estimate. Therefore, we recommend using a Bayesian
bootstrap procedure to estimate the critical values and we provide theoretical justification
for it. See section 1.3 for details/™

Functional asymptotics. Because our asymptotic results yield a functional approximation

by Gaussian processes of S, (g, @) on the entire S x A, we can also perform inference on
statistics that involve a continuum of values of ¢ and/or a. For example, in our application
to quantile regression with selectively observed data, we might be interested in whether
covariate j has an effect on the outcome distribution. When translated to our best linear
approximation setting, the hypothesis becomes

Hy:0 € [—o00(—q,),00(q, )] Va € A,

with ¢ = e;. When the conditional quantile is in fact linear, rejection of this assumption
implies that x; has a non-zero effect for some o € A. A natural family of test statistics is

Tn = \/7121613(1{—3(—% a) > 0} (=g, a)|p(—q,a) v 1{5 (g, o) < 0}|5 (g, @)|p(q, @)

where p(q,) > 0 is some weighting function which can be chosen to maximize weighted
power against some family of alternatives. There are many values of o(gq,«) consis-
tent with the null hypothesis, but the one for which it will be hardest to control size is
—00(—q,*) = 0o(q,-) = 0. In this case, we know that S, (t) = /na(t), t = (¢,«) € T, is well
approximated by the Gaussian process G[hy(t)]. Moreover, the quantiles of any functional
of S, (t) converge to the quantiles of the same functional applied to G[hy(t)]. Thus, we
could calculate a 7 critical value for 7, by repeatedly simulating a realization of G[hy(q, -)],
computing 7,(G[hx(q,-)]), and then taking the (1 — 7)-quantile of the simulated values of
Tn(Glhi(g,-)]). Simulating G[hk(t)], however, requires estimating the covariance function.
As stated above, the formula for this function is complicated and it can be difficult to
estimate. Therefore, we recommend using the Bayesian bootstrap to compute the critical
values. Theorem [] proves that this bootstrap procedure yields consistent inference. Section
gives a more detailed outline of how to implement this bootstrap. Similar reasoning

1OInstead, if one believes there is some true value q’Bo(c) in the identified set, and one wants to cover
this true value (uniformly) with asymptotic probability 1 — 7, then one can apply the procedures of Imbens
and Manski (2004) and Stoye (2009), as adapted by Bontemps, Magnac, and Maurin (2012).
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can be used to test hypotheses involving a set of values of ¢ and construct confidence sets
that are uniform in ¢ and/or a.

4.1.2. Estimation. The first step in estimating the support function is to estimate 6y (z, o)
and 61 (x, «). Since economic theory often provides even less guidance about the functional
form of these bounding functions than it might about the function of interest, our asymptotic
results are written to accommodate non-parametric estimates of 6y(z, ) and 61 (z,«). In
particular, we allow for series estimators of these functions. In this section we briefly review
this approach. Parametric estimation follows as a special case where the number of series
terms is fixed. Note that while the method of series estimation described here satisfies the
conditions of theorems [I| and [2| below, there might be other suitable methods of estimation
for the bounding functions.

In each of the examples in section |3, except for the case of intersection bounds (e.g.
sample selection with an exclusion restriction), series estimates of the bounding functions
can be formed as follows. Suppose there is a known function of the data for observation ¢,
denoted y;¢, and a known function m(y, 6(x, @), ) such that

0c(-, ) = argmin E[m (i, 0(z;, ), )],
0eL?(X,P)
where X denotes the support of z and £2(X,P) denotes the space of real-valued functions
g such that [ lg(x)|? dP(z) < co. Then we can form an estimate of the function (-, a) by
replacing it with its series expansion and taking the empirical expectation in the equation
above. That is, obtaining the coefficients

Opo(a) = arg ﬁmin En, [m (yie, pr(2i)'9, a)]

and setting

O (i, @) = pr(i) Ope(a).
Here, pi(x;) is a k x 1 vector of series functions evaluated at x;. These could be any set
of functions that span the space in which y(z, ) is contained. Typical examples include
polynomials, splines, and trigonometric functions, see Chen (2007). Both the properties of
m(-) and the choice of approximating functions affect the rate at which k can grow. We
discuss this issue in more detail after stating our regularity conditions in section [£.2]

With intersection bounds, for concreteness discussed here in the case of sample selec-
tion with an exclusion restriction, one can proceed as follows. First, estimate Qy,(alz,v),
¢ = 0,1, using the method described above. Next, set 6 (xi,a) = minyey Qg, (o]x,v) and
670(331', o) = maxyecy Qg (a|z,v), and proceed as in the previous case. We show below, how-
ever, that the set of best linear approximations to the band {¢(-, &) : max,cy Qg, (a|z,v) <
é(x, o) < minyey Qg (a]x,v) £ — a.s.}, is equal to the intersection over v € V of the sets of
best linear approximations to the bands {¢(-, @) : Qg,(az,v) < ¢(x,a) < Qg (o]x,v) x —
a.s.}. Establishing this equivalence allows us to provide a valid and extremely straightfor-
ward, albeit (mildly) conservative, procedure for inference also in this case.

4.1.3. Bayesian Bootstrap. We suggest using the Bayesian Bootstrap to conduct inference.
In particular, we propose the following algorithm.
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Procedure for Bayesian Bootstrap Estimation of Critical Values.

(1) Simulate each bootstrap draw of a(q Q) :

(a) Draw e; ~exp(1),i=1,...,n, e = E,[e]
(b) Estimate:
= . €;
uele) = argmin®, [Lom (g pu(e)9, )]
Ou(w,0) = pr(@) (),
~ - ﬁ ", -1
> = E, [ z xlzz} ,
b, g5 = 01(z,0)1(¢'S2z > 0) + p(z, a)1(¢'Sz < 0),
~ €i 1 ~
7(q,a) = E, [gqlzziwm’i] .

(2) Denote the bootstrap draws as ¢, b = 1,..., B, and let S = = /n(E® —5). To
estimate the 1 — 7 quantile of f(S,), Where f is a continuous function determining
the test statistic of interest as detailed in Section 4.3, use the empirical 1 —7 quantile
of the sample f(S',gb)), b=1,...B

(3) Confidence intervals for linear combinations of coefficients can be obtained as out-

lined in Section A.1.1l Inference on statistics that involve a continuum of values of
g and/or « can be obtained as outlined in Section m

4.2. Regularity Conditions. In what follows, we state the assumptions that we maintain
to obtain our main results. We then discuss these conditions, and verify them for the
examples in Section

C1 (Smoothness of Covariate Distribution). The covariates z; have a sufficiently smooth
distribution, namely for some 0 < m < 1, we have that P (|¢'Yz;/||z|| < 0) /0™ < 1 as
§ N\ 0 uniformly in ¢ € S%1, with d the dimension of z. The matrix ¥ = (E[z;2]])"! is
finite and invertible.

C2 (Linearization for the Estimator of Bounding Functions ). Let § denote either the

unweighted estimator 9 or the weighted estimator 6, and let v; = 1 for the case of the
unweighted estimator, and v; = e; for the case of the weighted estimator. We assume that
for each £ = 0,1 the estimator 6, admits a linearization of the form:

Vn (G_g(ac, a) — 0y(z, a)) = pk(a:)'J[l(a)Gn[vipiapw(a)] + Ry(x, @) (4.1)
where p; = pr(z;), Supaea || Re(wi, @) ||lp, 2 —p 0, and (z;, z;, @i¢) are i.i.d. random elements.

C3 (Design Conditions). The score function p;¢(«) is mean zero conditional on x;, z; and
has uniformly bounded fourth moment conditional on x;, z;. The score function is smooth

1/2

in mean-quartic sense: E [(goig(oz) — (@) |, z@} < C||la — al|"® for some constants
C and 7, > 0. Matrices Jy(«) exist and are uniformly Lipschitz over a € A, a bounded
and compact subset of R!, and sup,e 4 [|J; ()| as well as the operator norms of matrices
E[zz /], E[zip}], and E[||pip}||’] are uniformly bounded in k. E[]|z]|%] and E[||z;|°] are finite.

[Heg(:(}“ @)|®] is uniformly bounded in a, and E[|¢;()|*x;, z;] is uniformly bounded in «,
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x, and z. The functions 6y(x, ) are smooth, namely |0,(z, ) — Oy(x,a)| < L(z) [|a — @]
for some constant 79 > 0 and some function L(z) with E [L(z)*] bounded.

C4 (Growth Restrictions). When k — oo, sup,cx ||px(2)| < &, and the following growth

condition holds on the number of series terms:
max F 14
i<n,

where m is defined in Condition [CI] above and F} is defined in Condition [CH] below.

log?n (n_m/4 ++/(k/n) -logn - max ||z]|| A §k) —p 0, Elog’n/n — 0,
(2

C5 (Complexity of Relevant Function Classes). The function set F; = {py(a),a € Al =
0,1} has a square P-integrable envelope F and has a uniform covering Lo entropy equivalent
to that of a VC class. The function class Fy 2 {0ys(a), € A, ¢ = 0,1} has a square P-
integrable envelope Fy for the case of fixed k and bounded envelope F5 for the case of
increasing k, and has a uniform covering Lo entropy equivalent to that of a VC class.

4.2.1. Discussion and verification of conditions. Assumptions [C3| and [C5| are common reg-
ularity conditions and they can be verified using standard arguments.

Condition requires that the covariates z; be continuously distributed, which in turn
assures that the support function is everywhere differentiable in ¢ € S¥~!, see BM (Lemma
A.8) and Lemma 3| in the Appendix. The assumption fails in the presence of discrete
covariates. In this case, the identified set has exposed faces and therefore its support
function is not differentiable in directions g orthogonal to these exposed faces, see e.g.,
Bontemps, Magnac, and Maurin (2012, Section 3.1). When discrete covariates are present,
Condition can be met by adding to each discrete covariate a small amount of smoothly
distributed noise as shown in Appendix [B.4] i.e. by using a data jittering method. Adding
noise gives “curvature” to the exposed faces, thereby guaranteeing that the identified set
intersects its supporting hyperplane in a given direction at only one point, and is therefore
differentiable, see Schneider (1993, Corollary 1.7.3). Lemma |8 in the Appendix shows that
the distance between the true identified set and the set resulting from jittered covariates
can be made arbitrarily small. In particular, it can be made less than or equal to a chosen
constant 0 > 0 by setting the variance of the smoothly distributed noise as a function of
9 and of the moments of 6;(x,«),¢ = 0,1. One can then obtain a valid confidence set for
the original (non data-jittered) set B(a) by taking the confidence set based on the jittered
support function, and enlarging it by J. Lemma [§| shows that the conservative bias of this
enlarged confidence set is a function of § that can be estimated, so that inference can be
made arbitrarily slightly conservative.

Condition[C2)requires the estimates of the bounding functions to be asymptotically linear.
In addition, it requires that the number of series terms grows fast enough for the remainder
term to disappear. This requirement must be reconciled with Condition [C4] which limits
the rate at which the number of series terms can increase. We show below how to verify
these two conditions in each of the examples of Section [3]

Example (Mean regression, continued). We begin with the simplest case of mean regression
with interval valued outcome data. In this case, the bounding functions €,(-) do not depend
on a, and we have 0y(-) = pi(-)" g with g = (P'P)" Py, and P = [pg(z1), ..., p(xn)]'.
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Let 9 ¢ be the coefficients of a projection of E[ye|x;] on P, or pseudo-true values, so that
I = (P'P)"LP'E[ys|x;]. We then have the following linearization for 6,(-)

Vit (Bu(w) = 84(x)) = Vapu(a)(P'P) "'y = Elyele])) + v/ (pi(2) Ve = ()

This is in the form of with Jy; = P'P, @i = (yie — Elye|zi]), and Ry(z, ) = Ry(x) =
Vv (pr(z)' 9% ¢ — 0¢(x)). The remainder term is simply approximation error. Many results
on the rate of approximation error are available in the literature. This rate depends on the
choice of approximating functions, smoothness of 6;(z), and dimension of z. When using
polynomials as approximating function, if 6,(z) = E[ys|z;] is s times differentiable with
respect to x, and z is d dimensional, then (see e.g. Newey (1997) or Lorentz (1986))

Sup [pu(2) Ve = Os(a)| = O(k™"),

In this case requires that n'/2k=%/4 — 0, or that k grows faster than nss. Assumption
limits the rate at which & can grow. This assumption involves & and sup, |@i¢|. The
behavior of these terms depends on the choice of approximating functions and some auxiliary
assumptions. With polynomials as approximating functions and the support of x compact
with density bounded away from zero, & = O(k). If y;y — E[ys|z;] has exponential tails,
then sup; |y = O(2(log n)Y/2). In this case, a sufficient condition to meet is that
k = o(n'/?log™%n). Thus, we can satisfy both and by setting k oc n” for any
v E (2%, %) under the assumption that 3d < 2s. Notice that as usual in semiparametric
problems, we require undersmoothing compared to the rate that minimizes mean-squared
error, which is v = ﬁ. Also, our assumption requires increasing amounts of smoothness
as the dimension of x increases.

We now discuss how to satisfy assumptions [C2]and [C4 more generally. Recall that in our
examples, the series estimates of the bounding functions solve
Oo(+, ) = argmin E, [m(y, 0¢(x;, ), a)]
9,€L2(X,P)
or é\g(-,a) = pk(-)’ﬁk,g with 1%,@ = arg ming E,, [m(yir, pr(x:)'0, )] . As above, let ¥y be
the solution to ¥y ¢ = arg ming E [m(yir, pr(x:)'V, @)] . We show that the linearization in
holds by writing

NG (é}(x, a) — Oy(x, a)) — Vapu() (3“ - m) + vV (k@) ks — Oplz,0)) . (4.2)
The first term in (4.2)) is estimation error. We can use the results of He and Shao (2000) to
show that

(19k,z - 19k,e> =E, [J; 'pit] + op(n=1/?),
where 1 denotes the derivative of m(y;¢, pr(x;)'9, @) with respect to 9.

The second term in is approximation error. Standard results from approximation
theory as stated in e.g. Chen (2007) or Newey (1997) give the rate at which the error from the
best Lo-approximation to 6, disappears. When m is a least squares objective function, these
results can be applied directly. In other cases, such as quantile or distribution regression,
further work must be done.
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Example (Quantile regression with interval valued data, continued). The results of Belloni,
Chernozhukov, Chetverikov, and Fernandez-Val (2018) can be used to verify our conditions
for quantile regression. The conditions required to apply their results are as follows.

(Q.1) The data {(yio0,yi1,x:i),1 <1i < n} are an i.i.d. sequence of real (2 + d)-vectors, and
re X =101

(Q.2) For £ € {0,1}, the conditional density of y, given z is bounded above by f uniformly
over yp € Y and z € X; its derivative is continuous and bounded in absolute
value from above by f’ uniformly in y, € Y and z € X. The conditional density
fyelx (Qym(a\x)]x) is bounded away from zero uniformly in & € A and z € X.

(Q.3) For all k, the eigenvalues of E[p;p}] are uniformly bounded above and away from
zero.

(Q.4) For some C > 0, Q,,|, belongs to the Hélder ball Q(s, C, X) for all a € AH If the
approximating functions are polynomials, we require s > d; if the approximating
functions are B-splines of order sy, we require (s A s¢) > d.

(Q.5) Forsome a > 0 &, = O(k%); k is chosen such that k3¢2 = o(n!~¢) and k! = o(n™°)
for some constant € > 0 and with b = s/d — 1 for polynomials and b = (s A sg)/d for
B-splines.

Under these assumptions, Lemma 1 in Belloni, Chernozhukov, Chetverikov, and Fernandez-
Val (2018) shows that the approximation error satisfies

sup | pe(2) k(@) — Oz, )] S k.
TEX,acA

Theorem 2 of Belloni, Chernozhukov, Chetverikov, and Fernandez-Val (2018) then shows
that [C2] holds. Condition [C4] also holds because for quantile regression 1; is bounded, so
only requires k'/?*%(logn)%/? = o(n'/?) (with a = 1 for polynomials and a = 1/2 for
splines), which is implied by

Example (Distribution regression, continued). In this example, 0, (z,a) = F, ,.(a]z),
¢ =0,1. As described above, the estimator solves Uy = arg ming E,, [m(yie, pr(x;:)'d, )],
with

m(Yie, pr(x:)'9, @) = —1{yi < a}log ® (pr(z;)'V) — H{yie > a}log (1 — @ (pr(z:)'?9))

for some known distribution function ®. We must show that (i) the estimation error,
Uk — U, can be linearized; and that (ii) the approximation error, py(x)V e — 6i(z, @),
vanishes at rate o(n_l/ 2). We accomplish this by verifying the conditions of He and Shao
(2000) to show that (Jj ¢— V) can be linearized, and by verifying the conditions of Hirano,
Imbens, and Ridder (2003) to show that the approximation bias is of the correct order. We

let Ag C A denote the set of values for « that the researcher is interested in. The conditions
required to apply their results are as follows.

(D.1) The distribution function ® is smooth; its associated probability density function ¢
has a bounded derivative.
(D.2) The data {(yio, yi1,%i), 1 < i <n} are an i.i.d. sequence of real (2 + d)-vectors.

Hgee Belloni, Chernozhukov, Chetverikov, and Fernandez-Val (2018, p. 14) for a formal definition of the
Holder ball.



BEST LINEAR APPROXIMATIONS TO SET IDENTIFIED FUNCTIONS 17

(D.3) X = [0,1]¢. The density function of x is uniformly bounded away from zero on X.

(D.4) For all k, the eigenvalues of E[p;p}] are uniformly bounded above and away from
zero. For some a > 0, & = O(k%) and k = o((n/logn)/?).

(D.5) For each ¢ € {0,1} and for some C' > 0, 6;(z, o) belongs to the Holder ball (s, C, X)
for all @ € A, with s/d > 4.

(D.6) For each ¢ € {0,1}, 0y(z,) is bounded away from 0 and from 1, uniformly in
a € Ay.

Adopting the notation of He and Shao (2000), in this example we have that the derivative
of m(ye, pr(x;)'9, &) with respect to ¢ is

Ky <a}  Hyie > o}
P (pr(xi)9) 1 — @ (pr(zi))

Because for each ¢ € {0, 1} m(yis, pr(2;)'9, @) is a smooth function of ¢, E, ¢ (y;e, x;, 1/9\k7g) =
0, and conditions C.0 and C.2 in He and Shao (2000) hold. By Condition 1 is Lipschitz

in ¢, and we have the bound
nie (@, P> S pe(a)l* 7 = 9112,

where 7;(0,7) = V(yie, i, ) — Y(Yie, iy ) — E(Yie, i, 9) + EY(Yie, i, 7). By condition
which is satisfied by polynomials with @ = 1 or by splines with a = 1/2, condition C.1
in He and Shao (2000) holds. Differentiability of ¢ and our assumption are sufficient
for C.3 in He and Shao (2000). Finally, conditions C.4 and C.5 in He and Shao (2000) hold
with A(n, k) = k because

Y(Yie; w3, 0) = — ( > ¢ (pr(:)"0) pr ().

|50 (0, 7)|* S |s'pr ()| I — 9|2,

and E [|s'py(;)|?] is uniformly bounded for s € S¥~1 := {qg € R¥ : ||g|| = 1} for all k when
the series functions are orthonormal. Applying Theorem 2.2 of He and Shao (2000), we
obtain the desired linearization if k = o ((n/log n)Y/ 2).

The results of Hirano, Imbens, and Ridder (2003) can be used to show that the approx-
imation bias is sufficiently small. All conditions required by Lemma 1 in Hirano, Imbens,
and Ridder (2003) are satisfied by our set of conditions D.1-D.6, and therefore for ® given
by the logistic distribution we have for each ¢ € {0,1}

sup  |® (pi(2) k) — © (Op(x, )] =0 (k™ CDgy),
zeX,acA

which implies that

sup  |pr(2)0% e — Oo(z, )| :O(k_s/@d){k).
reX ,aeA

This result is only for the logistic link function, but it can easily be adapted for any link
function with first derivative bounded from above and second derivative bounded away from
zero. We need the approximation error to be o(n~'/2). For this, it suffices to have

ks Cd g nl/2 = o(1).
Given condition it suffices to have k < n7 for v > ﬁ.
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To summarize, condition [C2|can be met by having k o n” for any v € (ﬁ, %), and, as

in the mean and quantile regression examples above, condition will be met if v < H%a

4.3. Theoretical Results. In order to state the result we define
hik(t) := ¢ YE[zp1{q' X2 > O}]Jfl(a)pigpﬂ(a)
+ ¢SE[zipi1{d' Sz < 0} J5 (a)piio(a)
— ¢'S2;z3E [ziw; g5 ()]
+  ¢Szw; gx(a).

We begin by providing limit theory results for the support function process. Below, G, [hi(t)] :=
T X (har(t) = Bl (1))

Theorem 1 (Limit Theory for Support Function Process). The support function process

Sp(t) = ﬁ(&gi —092) (t), where t = (q,a) € T, admits the approximation Sy(t) =

Gnlhg(t)]+op(1) in £2°(T). Moreover, the support function process admits an approximation
Sp(t) = G[hg(t)] + op(1) in £2°(T),

where the process Glhy(t)] is a tight P-Brownian bridge in (>°(T) with covariance function
O (t,t') = E[hg(t)hi(t')] — E[h(t)|E[hi(t")] that is uniformly Holder on T x T uniformly
i k, and is uniformly non-degenerate in k. These bridges are stochastically equicontinuous
with respect to the Ly pseudo-metric py(t,t') = [E[h(t) — h(t)]2]Y2 < ||t — ¥||¢ for some
¢ > 0 uniformly in k. The sequence Glhi(t)] does not necessarily converge weakly under
k — oo; however, each subsequence has a further convergent subsequence converging to a
tight Gaussian process in £°°(T) with a non-degenerate covariance function. Furthermore,
the canonical distance between the law of the support function process Sy(t) and the law of
Glhg(t)] in £2°(T) approaches zero, namely supgepr, (s (1),[0,1]) [E[9(Sn)] —E[g(G[hg])]| — 0.

Our second step is to provide inference results for various statistics based on the support
function process. Formally, we consider these statistics as mappings f : £*°(T) — R from
the possible values s of the support function process S, to the real line. Examples include:

e a support function evaluated at t € T, f(s) = s(t),

e a Kolmogorov statistic, f(s) = sup,er, |s(t)|/w=(t),

e a directed Kolmogorov statistic, f(s) = supeq, {—s(t)} . /@ (t),
e a Cramer-Von-Mises statistic, f(s) = [ s*(t)/@(t)dv(t),

where Tj is a subset of T', @ is a continuous and uniformly positive weighting function, and v
is a probability measure over T' whose support is TE Allowing for a weighting function w is
important because, as shown in Chernozhukov, Kocatulum, and Menzel (2015), it enforces
either exact or first-order equivariance of the statistics to transformations of parameters,
yielding more powerful inference. More generally we can consider any continuous function
f such that f(Z) (a) has a continuous distribution function when Z is a tight Gaussian
process with non-degenerate covariance function and (b) f(¢, + ¢) — f(¢,) = o(1) for any

120bserve that test statistics based on the (directed) Hausdorff distance (see, e.g., BM) are special cases
of the (directed) Kolmogorov statistics above.
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¢ = o(1) and any ||¢,]| = O(1). Denote the class of such functions F. and note that the
examples mentioned above belong to this class by the results of Davydov, Lifshits, and
Smorodina (1998).

Theorem 2 (Limit Inference on Support Function Process). For any ¢, = ¢, + op(1) and
¢n = O0p(1) and f € F. we have

P{f(n) <en} = P{f(G[h]) < cu} = 0.

If cn(1 — 7) is the (1 — 7)-quantile of f(G[hg]) and ¢,(1 —7) = ¢, (1 — 7) 4+ op(1) is any
consistent estimate of this quantile, then

P{f(Sn) < /C\n(l — 7')} S5 1—T

Next we provide limit theory results for the bootstrap support function process. Let P¢
denote the probability measure conditional on the data, e = e; — 1, and h{ = hy, — E[hy].

Theorem 3 (Limit Theory for the Bootstrap Support Function Process). The bootstrap
support function process Sy(t) = \/n(o55 — 055)(t), where t = (q,) € T, admits the
following approzimation conditional on the data: S,(t) = Gple?h(t)] + ope(1) in £°(T)
in probability P. Moreover, the bootstrap support function process admits an approximation
conditional on the data:

Sn(t) = G%)] + ope(1) in £°(T), in probability P,
where @z?] is a sequence of tight P-Brownian bridges in ¢>°(T) with the same distribu-
tions as the processes Glhy| defined in Theorem 1, and independent of Glhy]. Further-
more, the canonical distance between the law of the bootstrap support function process

Sn(t) conditional on the data and the law of Glhy(t)] in ¢>°(T) approaches zero, namely
SUPgepL, (2 (1),[0,1]) 1 EPe[9(Sn)] — Elg(Glhx])]| —p 0.

We conclude by establishing that inference can be carried out using critical values esti-
mated using our proposed Bayesian bootstrap procedure.

Theorem 4 (Bootstrap Inference on the Support Function Process). For any ¢, = Op(1)
and f € F. we have

P{f(Sn) < cn} —PH{f(Sn) < cn} —p 0.
In particular, if ¢,(1 — 7) is the (1 — 7)-quantile of f(gn) under P¢, then
P{f(Sp) <cn(l—=7)} »p1—1.

4.4. Intersection bounds. Suppose we are interested in a function  : X — R with bounds
of the form

Oo(z, o, v) < O(z, ) < O1(x,c0,v) Vv € V.

Our example of quantile regression with selection and an exclusion restriction has this form.
Our results can easily be applied to this case.
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First, note that taking the intersection over v and then forming the set of best linear
approximations is the same as forming the set of best linear approximations for each v, and
then intersecting the sets of best linear approximations. To see this, let

B(a) = {ﬂ € argmin E[¢(z,a) — 2'b] : Op(z, o, v) < ¢z, ) < b1(z, ,0)  — a.s. Vv € Vx}
b

= {ﬁ € argmin E[¢(z, o) — 2'b] : sup Op(x,v,a) < ¢(x,a) < in\ﬁ 01(z,v,a) © — a.s.} ,
b vEV, vEVy
(4.3)

and let

B(a,v) = {B € argmin E[¢(z, o) — 2'b] : Op(z, ,v) < ¢(z, ) < 01 (2, 0,0) © — a.s.} ,
b

Recall that we are assuming without loss of generality that V, =V for all Z'B and that V
is finite. It is then trivial to verify that B(a) = NyeyB(a,v) because all sets B(«,v) are
parallel shifts of each other. Additionally, if o(g,«) is the support function of B(«) and
o(q, a,v) is the support function of B(«,v), then

sla.) = it { % olaan).

vey =4 VeV
see Rockafellar (1970, Corollary 16.4.1).

To apply theorems assume conditions hold for each v € V, with (z,v) € X xV
replacing x € X in each condition. Then denoting by ¢y := [gy, v € V], theorems apply
to Sn(qv, @, V) = Vi [Y ey (6(qu, a,v) — 0(gu, @, v))]. On the other hand, the support
function process for o(q, a) is

Sn(q, ) = \/ﬁ< inf > o(qu,a,v) — inf > a(qv,a,v)> ,
WEQV yey WERQY yey
where Qv = {qy, v €V : ) 1 ¢ = q}. Note that

NG [Z (@ (qu a,v) — U(Qvaa>v))]

veY

Vit | £ @l a0) - olaa0)

veY

— sup < Sn(g, ) < sup
weEQy Qv EQY

This inequality along with theorems 2] and [4 allows for conservative inference for many
statistics of interest. For example,

P{ sup \Sn(t)\gcn}ZP{ sup  sup
( (

q,0)€Tp q,0)€TH qvEQY

i[5 000 - o] <.

veY

and since f : (°(T x V) — R defined by f(S,) = sup(qa)er, SUPq, ey [Sn(qy, o, V)| is in
F., theorems [2] and [ apply.
This procedure will generally be conservative because it treats uncertainty in (g, v, @)

for v far from the minimum as though it is as relevant as uncertainty in (g, v, «) near
its minimum. More powerful inference can be achieved by employing either the precision

L3 This is without loss of generality because we can assign 0o(z,v) = —oo and 61(z,v) = oo for v ¢ Vs,
and this change does not affect B(«).
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correction procedure of Chernozhukov, Lee, and Rosen (2013) or the generalized moment
selection approach of Andrews and Shi (2013).

In the special case that v is the unique maximizer of 6y(z,v,«) and vj is the unique
minimizer of 0;(x,v,a) over v € V, we show in Lemma [7| in the Appendix that condition
is satisfied by an estimator of the bounding functions equal to the maximum (minimum)
of pr(z,v) A’,gf’e over v € V. We then have that all our conditions apply, and exact inference

can be carried out working with the set B(a) as defined in (4.3)).

5. APPLICATION: THE GENDER WAGE GAP AND SELECTION

An important question in labor economics is whether the gender wage gap is shrink-
ing over time. Blau and Kahn (1997) and Card and DiNardo (2002), among others, have
noted the coincidence between a rise in within-gender inequality and a fall in the gender
wage gap over the last 40 years. Mulligan and Rubinstein (2008) observe that the growing
wage inequality within gender should induce females to invest more in productivity. In
turn, able females should differentially be pulled into the workforce. Motivated by this
observation, they use Heckman’s two-step estimator on repeated Current Population Sur-
vey cross-sections in order to compute relative wages for women since 1970, holding skill
composition constant. They find that in the 1970s selection into the female workforce was
negative, while in the 1990s it was positive. Moreover, they argue that the majority of
the reduction in the gender gap can be attributed to the changes in the female workforce
composition. In particular, the OLS estimates of the log-wage gap suggest that it has fallen
from -0.419 in the 1970s to -0.256 in the 1990s, while the Heckman two step estimates
suggest that once one controls for skill composition, the wage gap is -0.379 in the 1970s
and -0.358 in the 1990s. Based on these results, Mulligan and Rubinstein (2008) conclude
that the wage gap has not shrunk over the last 40 years. Rather, the behavior of the OLS
estimates can be explained by a switch from negative to positive selection into female labor
force participation. See Blau and Kahn (2017) for a thorough review of this literature.

In what follows, we address the same question as Mulligan and Rubinstein (2008), using
the same data, the same variables and the same instruments as in their original study.
However, we use our method to estimate bounds on the quantile gender wage gap without
assuming a parametric form of selection or a strong exclusion restriction. We compare
conditional quantiles that ignore the selection effect, with the bounds on these quantiles
that one obtains when taking selection into account. Our results indicate the presence of a
marked gender wage gap at quantiles below the 0.4, especially for the subsample of lower
educated and of married individuals. However, we are unable to reject that the gender wage
gap declined over the period in question. This suggests that the instruments may not be
sufficiently strong to yield tight bounds and that there may not be enough information in
the data to conclude that the gender gap has or has not declined from 1975 to 1999 without
strong functional form assumptions.

5.1. Setup. The Mulligan and Rubinstein (2008) setup relates log-wage to covariates in a
linear model as follows:

logw = 2'B + ¢,
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TABLE 1. Gender wage gap estimates

| OLS  2step QR(0.5) Low High
1975-1979 | -0.408 -0.360  -0.522  -1.242  0.588
(0.003) (0.013) (0.003) (0.016) (0.061)
1995-1999 | -0.268 -0.379  -0.355  -0.623 0.014
(0.003) (0.013) (0.003) (0.012) (0.010)

Estimates of the gender wage gap (female — male) conditional on having average characteristics. Column
1: OLS estimates of the average gender gap. Column 2: Heckman two-step estimates. Column 3: quantile
regression estimates of the median gender wage gap ignoring selection. Columns 4-5: estimates of bounds on
the median wage gap that account for selection. Standard errors are shown in parentheses (for the bounds,
these were calculated using the Bayesian bootstrap described in Section .

wherein z includes marital status, years of education, potential experience, potential ex-
perience squared, and region dummies, as well as their interactions with an indicator for
gender which takes the value 1 if the individual is female, and zero otherwise. They model
selection as in the following equation:

u=1{v+n>0},

where z = [z Z], Z is marital status interacted with indicators for having zero, one, two, or
more than two children, and 7 is the unobservable.

For each quantile, we estimate bounds for the gender wage gap utilizing our method.
The bound equations we use are given by 6y(z,,v) = py(z,v)' 97 (a), where pi(z,v) =
[a: v w], v are indicators for the number of children, and w consists of years of education
squared, potential experience cubed, and education x potential experience, and v interacted
with marital status. In our data, the maximizer (minimizer) over & € V of the lower (upper)
bounding function is unique, therefore exact inference can be carried out as described at
the end of Section [£.4] Hence, after taking the intersection of the bounds over the excluded
variables v, our estimated bounding functions are simply the minimum or maximum over
v of pi(, v)' 97 (@)

5.2. Results. Let Z; be a female with average (unconditional on gender or year) character-
istics and Z,, be a male with average (unconditional on gender or year) characteristics. In
what follows, we report the predicted gender wage gap for someone with average character-
istics, (Zf — Z,) B(cr). The first two columns of Table |1 reproduce the results of Mulligan
and Rubinstein (2008). The first column shows the gender wage gap estimated by ordinary
least squares. The second column shows estimates from Heckman’s two-step selection cor-
rection. The OLS estimates show a decrease in the wage gap, while the Heckman selection
estimates show no change. The third column shows estimates of the median gender wage
gap from quantile regression. Like OLS, quantile regression shows a decrease in the gender
wage gap. The final two columns show bounds on the median gender wage gap that account
for selection. The bounds are wide, especially in the 1970s, and cover zero, indicating that
the data alone do not contain sufficient information to sign the median gender wage gap.

Figure [5.1] shows the estimated quantile gender wage gaps in the 1970s and 1990s. The
solid black line shows the quantile gender wage gap when selection is ignored. In both the
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FiGure 5.1. Bounds at Quantiles for full sample

1975-1979 1995-1999
1.5 T T 15
QR ——
Low —=&—
1 High —v— - 1
W |
S High CB -
0.5 0.5
a 0 — a 0 ———
e 5 Y
% 05 — ] % Y S B RS R —
1 -1
|
15 - 15
2 -2
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
T T

Estimated quantile gender wage gap (female — male) conditional on having average characteristics. The solid
black line shows the quantile gender wage gap when selection is ignored. The blue and red lines with upward
and downward pointing triangles show upper and lower bounds that account for employment selection for
females. The dashed lines represent a uniform 90% confidence region for the bounds.

1970s and 1990s, the gender wage gap is larger for lower quantiles. At all quantiles the
gap in the 1990s is about 40% smaller than in the 1970s. However, this result should be
interpreted with caution because it ignores selection into the labor force.

The blue line with downward pointing triangles and the red line with upward pointing
triangles show our estimated bounds on the gender wage gap after accounting for selection.
The dashed lines represent a uniform 90% confidence region. In both the 1970s and 1990s,
the upper bound lies below zero for low quantiles, roughly up to the 0.4. This means that
the low quantiles of the distribution of wages conditional on having average characteristics
are lower for women than for men. This difference exists even if we allow for the most
extreme form of selection (subject to our exclusion restriction) into the labor force for
women, thereby yielding a very robust result. For quantiles at or above the median, our
estimated upper bound lies above zero and our lower bound lies below zero. Thus, high
quantiles of the distribution of wages conditional on average characteristics could be either
higher or lower for women than for men, depending on the true pattern of selection.

The bounds in Figure[5.1|are tighter for the 1990s than for the 1970s. This reflects higher
female labor force participation in the 1990s. For all quantiles, there is considerable overlap
between the identification region in the 1970s and in the 1990s. Therefore, we conclude
that the data does not contain enough information to sign the changes in the gender wage
gap over time without additional assumptions.

To further explore what can be learned about the change over time in the gender wage
gap of specific demographic groups, Figures in Appendix [C] show the estimated
quantile bounds conditional on being in these subgroups. That is, rather than reporting
the gender wage gap for someone with average characteristics, these figures show the gender
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wage gap for someone with average subgroup characteristics (e.g., unconditional on gender
or year, but conditional on subgroup: marital status and education level). To generate these
figures, the entire model was re-estimated using only observations within each subgroup.

Figures and [C.2] show the results for singles and people with at least 16 years of
education. The results are broadly similar to the results for the full sample. There is robust
evidence of a gap at low quantiles, although it is only marginally significant for the highly
educated in the 1990s. As expected, the bounds are tighter than the full sample bounds
because these subgroups have higher labor force participation. For comparison, Figure
shows the results for people with no more than a high school degree, and Figure shows
results for singles with at least a college degree. Across all subgroups, the bounds on the
gender wage gap at higher quantiles and on the change in the gap over time continue to be
wide, suggesting the need to augment the model with additional assumptions.

5.2.1. With restrictions on selection. Blundell, Gosling, Ichimura, and Meghir (2007) previ-
ously studied changes in the distribution of wages in the UK. They perform partial identifi-
cation analysis by estimating quantile bounds that account for selection. Similarly to what
we have reported, Blundell, Gosling, Ichimura, and Meghir (2007) find that the estimated
bounds are quite wide. As a result, they explore various restrictions to tighten the bounds.
One such restriction posits that the distribution of wages for the employed stochastically
dominates the distribution of wages for those not working. This implies that the observed
quantiles of wages conditional on employment are an upper bound for the quantiles of wages
not conditional on employment.

Figure [5.2] shows the results for the full sample of our approach imposing stochastic
dominance, while Figure in Appendix [C] shows the results for the subsample of highly
educated singles. Stochastic dominance implies that the upper bound on each quantile
coincides with the corresponding quantile regression estimate that ignores selection. The
assumption has substantial identification power in our data. It yields strong evidence of
a gender wage gap at all quantiles in both the 1970s and 1990s, for both the full sample
and the subsample of highly educated singles. Moreover, the assumption has sufficient
identifying power when combined with our data to yield informative results on the change
in the gender wage gap over time. Figure shows the estimated change, both for the full
sample and for the subsample of highly educated singles. For the full sample, the estimated
bounds include zero at low and moderate quantiles. At the 0.8 and higher quantiles, there is
evidence that the gender wage gap decreased by approximately 0.15 log dollars. For highly
educated singles, there is evidence that the gender wage gap did not increase at the 0.7 and
higher quantiles, although —in part due to the smaller size of the subgroup— the confidence
bands are relatively wide and hence consistent with an increase.

While these results allow one to draw some strong conclusions, the assumption of positive
selection into employment is not innocuous. It may be violated if there is a strong positive
correlation between potential wages and reservation wages. This may be the case if there
is positive assortative matching in the marriage market. Women with high potential wages
could marry men with high wages, making these high potential wage women less likely to
work. Also, the conclusion of Mulligan and Rubinstein (2008) that there was a switch from
adverse selection into the labor market in the 1970s to advantageous selection in the 1990s
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FIGURE 5.2. Quantile bounds for full sample imposing stochastic dominance
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Estimated quantile gender wage (female — male) conditional on average characteristics. The solid black line
shows the quantile gender wage when selection is ignored. The blue and red lines with upward and downward
pointing triangles show upper and lower bounds that account for employment selection for females. The
dashed lines represent a uniform 90% confidence region for the bounds.

FIGURE 5.3. Quantile bounds for the change in the gender wage gap impos-
ing stochastic dominance
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Estimated change (1990s — 1970s) in the quantile gender wage gap (female — male) conditional on having
average characteristics. The solid black line shows the quantile gender wage gap when selection is ignored.
The blue and red lines with upward and downward pointing triangles show upper and lower bounds that
account for employment selection for females. The dashed lines represent a uniform 90% confidence region
for the bounds.



26 CHANDRASEKHAR, CHERNOZHUKOV, MOLINARI, AND SCHRIMPF

implies that stochastic dominance did not hold in the 1970s. Accordingly, we also explore
some weaker restrictions. Blundell, Gosling, Ichimura, and Meghir (2007) propose a median
restriction — that the median wage offer for those not working is less than or equal to the
median observed wage. This restriction implies the following bounds on the distribution of
wages

F(ylz,u =1)P(u = 1|z) + 1{y > Q,(0.5|z,u = 1)}0.5P(u = 0|z) <

< F(ylz) < F(ylz,u = 1)P(u = 1|z) + P(u = 0[z),

where y is wage and v = 1 indicates employment. Transforming these into bounds on the
conditional quantiles yields

Qo (afr) < Qy (alz) < Q1 (afz),

where
a—P(u=0|z
Qy < P(u(:1|x‘) )

Y0 otherwise,

zu=1) ifa>Plu=0),
Qo(alz) = { ( )
and
Qy mxvu:l) ifa <05 & a<P(u=1|x),
Qi(alz) =1 Q, %ﬁ?m@u:l) if o> 05 & a < HEE=LD
i otherwise.

As above, we can also express Qo(a|z) and Q1(«|z) as the o conditional quantiles of gy and
41 where

go =yl{u =1} +yol {u = 0}
and
. yl{u=1} +y11{u =0} with probability 0.5,
= {yl {u=1} 4+ Qy(0.5|z,u = 1)1 {u =0}  with probability 0.5.
We can easily generalize this median restriction by assuming the «; quantile of wages
conditional on working is greater than or equal to the ay quantile of wages conditional on

not working. In that case, the bounds can still be expressed as a conditional quantiles of
7o and g with gy as defined above and

_ Jyl{u=1} +y1{u=0} with probability (1 — ayp),
= yl{u =1} + Qy(ai1|z,u = 1)1 {u =0} with probability «y.

We can even impose a set of these restrictions for (aj,ap) € R € A x A. Stochastic
dominance is equivalent to imposing this restriction for a; = g for all «; € [0, 1].

Figure [5.4] shows estimates of the gender wage gap with the median restriction for the
full sample. Figure in Appendix [C] reports the results for the subsample of highly
educated singles. The median restriction has substantial identifying power for the presence
of a gender wage gap both in the 1970s and in the 1990s, yielding strong evidence of a
gender wage gap up to the 0.7 (or slightly higher) quantiles in both the 1970s and 1990s.
In comparison, in the absence of this restriction we have strong evidence of a gender wage
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FiGURE 5.4. Quantile bounds for full sample imposing the median restric-

tion
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Estimated quantile gender wage (female — male) conditional on average characteristics. The solid black line
shows the quantile gender wage when selection is ignored. The blue and red lines with upward and downward
pointing triangles show upper and lower bounds that account for employment selection for females. The
dashed lines represent a uniform 90% confidence region for the bounds.

gap only up to the 0.4 quantiles. However, under this weaker restriction there is substantial
overlap in the identification regions between the two periods, hence it is not possible to
draw strong conclusions about the change in the gender wage gap.

6. CONCLUSION

This paper provides a novel method for inference on best linear approximations to func-
tions which are known to lie within a band. It advances the literature by allowing for
bounding functions that may be estimated parametrically or non-parametrically by series
estimators, and that may carry an index. Our focus on best linear approximations is moti-
vated by the difficulty to work directly with the sharp identification region of the functions
of interest, especially when the analysis is conditioned upon a large number of covariates.
By contrast, best linear approximations are tractable and easy to interpret. The sharp iden-
tification region of the parameters characterizing the best linear approximation is convex,
hence can be equivalently described via its support function. The latter can be estimated
with a plug-in method that replaces moments of the data with their sample analogs and
the bounding functions with their estimators. We show that the support function process is
strongly approximated by a Gaussian process. While this process may not converge weakly
as the number of series terms increases to infinity, each subsequence contains a further sub-
sequence that converges weakly to a tight Gaussian process with a uniformly equicontinuous
and non-degenerate covariance function. We establish validity of the Bayesian bootstrap
for practical inference, and verify our regularity conditions for a large number of empirically
relevant problems.
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APPENDIX A. NOTATION

s o ={aer: ol =1}

T =81 x A

Culh(B] : = & 3 (hi(t) — BR(D);
i=1
Glhg), G[hg] : = P-Brownian bridge processes, independent of each other, and
with identical distributions;
LA(X,P) : = {g : X — Rs.t. / lg(x)[2dP(z) < oo} ;
X
0>(T) :  set of all uniformly bounded real functions on T
BL,(¢>(T),[0,1]) : set of real functions on ¢°°(T") with Lipschitz norm bounded by 1;
< left side bounded by a constant times the right side;
o i =f-FEf.

APPENDIX B. PROOF OF THE RESULTS
Throughout this Appendix, we impose Conditions

B.1. Proof of Theorems 1 and 2.
Step 1. We can write the difference between the estimated and true support function as
the sum of three differences.

055 — 0oy = (35’3 — 39,§> + (39@ — 39,2) + (0o — 09.3)
where t € T := S ! x A. Let p:= ¢'S and
w; u(a) == (Oo(z, a)1(pz; < 0) + 01(z, 2)1(pz; > 0)).
We define R
39,2 =E, [q'Zziwi’q@(a)] and Gy 5 := Ep, [¢'Szw; gn(a)] .
By Lemma [T uniformly in ¢t € T
vn (35,2 - 39,2) t) = ¢SE[pj1{dSz > 0}]J;  (a)Gnlpivi (a)]
+ ¢SE[zpi1{¢' Sz < 035 (a)Gylpipio(a)] + op(1).
By Lemma [2 uniformly in ¢t € T
N (397i - 39,2) () = vngd (i - z) B [ziw; g (0)] + op(1)
= —¢'SGy[ziZ/|SE [ziw; g5 ()] + op(1)
= —¢'YG,[22]]3E [ziw; gx(a)] + op(1).

By definition
Vn (6o — ogx) (t) = Gulg'Eziw; g (u)].
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Putting all the terms together uniformly in ¢t € T
V(G55 — 0ox)(t) = Gulhi(t)] + op(1),
where for t := (¢,a) € T =841 x A
hi;(t) :== ¢ SE[zipi1{q' Sz > 0}]J7 Ha)piwir (@)
+ ¢YE[zipi1{d' Yz < 0}J5 (a)pipio(a)
— ¢Yz;2]3E [ziwiyq/g(a)]
+ q'Zziwm/g(a)
= hic1i(t) + hi2i(t) + hesi(t) + hiai(t), (B.1)

where k indexes the number of series terms. To simplify notation, we omit the subscript k
below.

Step 2. (Finite k). This case follows from H = {h;(t),t € T} being a Donsker class with
square-integrable envelopes. Indeed, H is formed as finite products and sums of VC classes
or entropically equivalent classes, so we can apply Lemma [0} The result

Gplhi(t)] = Glhe(t)] in £2(T),
follows, and the assertion that
Gnlhi(t)] =a G[hi(t)] +op(1) in £2(T)

follows from e.g., the Skorohod-Dudley-Whichura construction. (The =, can be replaced
by = as in Step 3, in which case G[h(t)] is a sequence of Gaussian processes indexed by n
and identically distributed for each n.)

Step 3. (Case with growing k.) This case is considerably more difficult. The main
issue here is that the uniform covering entropy of H; = {hy(t),t € T}, | = 0,1, grows
without bound, albeit at a very slow rate logn. The envelope H; of this class also grows in
general, and so we can not rely on the usual uniform entropy-based arguments; for similar
reasons we can not rely on the bracketing-based entropy arguments. Instead, we rely on a
strong approximation argument, using ideas in Chernozhukov, Lee, and Rosen (2013) and
Belloni and Chernozhukov (2009a), to show that Gy[hx(t)] can be approximated by a tight
sequence of Gaussian processes G[h(t)], implicitly indexed by k, where the latter sequence is
very well-behaved. Even though it may not converge as k — oo, for every subsequence of k
there is a further subsequence along which the Gaussian process converges to a well-behaved
Gaussian process. The latter is sufficient for carrying out the usual inference.

Lemma [ below establishes that
Gulh(t)] = GIA(H)] + op(1) in £(T),

where G[h] is a sequence of P-Brownian bridges with the covariance function E[h(t)h(t")] —
E[h(t)|E[R(t')]. Lemma [f] below establishes that for some 0 < ¢ < 1/2

1/2 c
pa(h(t), h(t')) = (BIR() = h(E)?)"* < plt,t)) 1= ||t = V||,
and the function E[h(¢)h(¢')]—E[h(t)]E[h(t")] is equi-continuous on T'x T uniformly in k. By
assumption [C3| we have that inficq var[h(t)] > C' > 0, with Lemma [f] providing a sufficient
condition for this.



30 CHANDRASEKHAR, CHERNOZHUKOV, MOLINARI, AND SCHRIMPF

An immediate consequence of the above result is that we also obtain the convergence in
the bounded Lipschitz metric

sup [E[9(Gn[h])] = E[g(G[h])]| < Esup |Gn[h(t)] — G[A(£)]| A1 — 0.
gEBL(£>=(T),[0,1]) teT

Step 4. Let’s recognize the fact that h depends on k£ by using the notation hj in this step
of the proof. Note that k itself is implicitly indexed by n. Let Fi(c) := P{f(G[hx]) < ¢}
and observe that by Step 3 and f € F.

[P{f(Sn) < en+0p(1)} = P{f(G[hr]) < cn}l

[P{f(Glhx]) < en +0p(1)} — P{f(GlAr]) < cn}l

dn(op(1)) =p 0, for 6,(e) :=sup |Fj(c+ €) — F(c)],
ceR

VANPAN

where the last step follows by the Extended Continuous Mapping Theorem (Theorem 18.11
in van der Vaart (2000)) provided that we can show that for any €, \, 0, 0, (¢,,) — 0. Suppose
otherwise, then there is a subsequence along which 0, (€,) — § # 0. We can select a further
subsequence say {n;} along which the covariance function of G,[hy], denoted Q1 (t,t')
converges to a covariance function Qg(¢,t") uniformly on 7' x T. We can do so by the Arzela-
Ascoli theorem in view of the uniform equicontinuity in k of the sequence of the covariance
functions Q,x(¢,t') on T x T. Moreover, infier Qo(t,t) > C > 0 by our assumption on
Q,k(t, ). But along this subsequence G[hg] converges in £°°(T) in probability to a tight
Gaussian process, say Zy. The latter happens because G[hy| converges to Zy marginally
by Gaussianity and by Q,x(t,t") — Qo(¢,t') uniformly and hence pointwise on T x T and
because Glhy] is asymptotically equicontinuous as shown in the proof of Lemma 4l Thus,
along this subsequence we have that

Fi(c) = Fy(c) = P{f(Zp) < ¢}, uniformly in c € R,

because we have pointwise convergence that implies uniform convergence by Polya’s theo-
rem, since Fy is continuous by f € F. and by inf;er Qo(¢,t) > C > 0. This implies that
along this subsequence 6, (€,,,;) — 0, which gives a contradiction.

Step 5. Finally, we observe that ¢(1 —7) = O(1) holds by sup,cr |G[hg(t)]]| = Op(1) as
shown in the proof of Lemma [4] and the second part of Theorem [2] follows. O

B.2. Proof of Theorems 3 and 4.
Step 1. We can write the difference between a bootstrap and true support function as the
sum of three differences.

55’2 —09x = (55’5 — 597§> + (595: — 59,2) + (5972 — 0'6,2)
where for
w; (@) = (Op(z, a)1(pz; < 0) + 01 (z, a)1(pz; > 0))
we define
595: =, [(ei/é)q’ilziww,i(a)] and opy =: E, [(ei/é)q’E'ziwi,qxz(a)} ,

where € = E,e; —p 1.
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By Lemma [T uniformly in t € T
Vi (535 5y5) ) = dSELpi1{aSz > 007 (@)Galepipi (@)
+ ¢YE[zipi1{d Y2 < 0}J5 (a)Gylepipio(@)] + op(1).
By Lemma [2] uniformly in t € T
NG (595; - &972) ) = ng (i - 2) E [z 05 (e)] + op(1)
= ¢XG, [(ei/€)(2i2)°]ZE [ziwl ¢x(a )] +op(1)
= ¢SGylei(2i2)°|EE [ziw; g5 ()] + op(1).
By definition
Vi (Gos: — 00.5) (£) = Gulei (¢ Bziwigs(@))°]/€ = Gale: (4 Sziwi g () ’](1+ 0p(1))-
Putting all the terms together uniformly in ¢t € T
\/ﬁ(&@}i - 09’2)(25) = Gn[elhf(t)] + Op(l).
Step 2. Combining conclusions of Theorems 1 and Step 1 above we obtain:
Salt) = V(G55 — 55)(t)
= Vn(z5 —0ox)(t) — V(G5 — oox)(t)
= Gulehi(t)] — Galh(t)] + ( )
= Gule?hi(t)] + op(1).

Observe that the bootstrap process Gy [efh¢(t)] has the unconditional covariance function

E[h(t)A(t)] = E[R(OIE[A(E)),

which is equal to the covariance function of the original process G, [h;]. Conditional on data
the covariance function of this process is

En[h(£)h(t)] — En[h(t)]En[h(t)].

]
[

Comment B.1. Note that if a bootstrap random element Z,, taking values in a normed
space (E,|| -||) converges in probability P unconditionally, that is Z,, = op(1), then Z, =
ope(1) in L'(P) sense and hence probability P, where P denotes the probability measure
conditional on the data. In other words, Z,, also converges in probability conditionally on the
data. This follows because Ep|P¢{||Z,,|| > €}| = P{||Z,|| > €} — 0, so that P*{||Z,,|| > ¢} —
0 in L'(P) sense and hence in probability P. Similarly, if Z, = Op(1), then Z,, = Ope(1)
in probability P.

Step 3. (Finite k). This case follows from H = {h;(t),t € T} being a Donsker class with
square-integrable envelopes. Indeed, H is formed as a Lipschitz composition of VC classes or
entropically equivalent classes. Then by the Donsker theorem for exchangeable bootstraps,
see e.g., van der Vaart and Wellner (1996), we have weak convergence conditional on the
data

—_—~—

Gnlefhi(t)]/e = Glh(t)] under P® in £°°(T) in probability P,
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where G[h] is a sequence of P-Brownian bridges independent of G[h| and with the same dis-

tribution as G[h]. In particular, the covariance function of (é\[f/L] is E[h(t)h(t)]—E[h(t)]|E[h(t))].
Since € —pe 1, the above implies

—_—

Gnlefhi(t)] = Glh(t)] under P® in £°°(T) in probability P.

The latter statement simply means

sup |Epelg(Gn[h])] — Elg(G[A])]| —p 0.
9€BL1(£°(T),[0,1])

This statement can be strengthened to a coupling statement as in Step 4.

Step 4. (Growing k.) By Lemma [4] below we can show that (on a suitably extended

—_——

probability space) there exists a sequence of Gaussian processes G[h(t)] such that

—_~—

Gplefhi(t)] = G[h(t)] + op(1) in £>°(T),

which implies by Remark [B.1] that

Grlefhi(t)] = Glh(t)] + ope(1) in £>°(T') in probability.

Here, as above, G[h] is a sequence of P-Brownian bridges independent of G[h] and with the
same distribution as G[h]. In particular, the covariance function of Glh] is E[h(t)h(t")] —
E[h(t)|E[R(t')]. Lemma [6|describes the properties of this covariance function, which in turn
define the properties of this Gaussian process.

An immediate consequence of the above result is the convergence in bounded Lipschitz
metric

—_— P

sup ‘Epe [9(Gnle?hi ()] = Epe[g(G[h])]| < Epe sup |Gy [efh7 (1) =G[h(t)][A1 —p 0.
gE€BL1 (£(T),[0,1]) teT

Note that Epe [g(((f}m})] =Ep [g(@\[ﬁ])], since the covariance function of G[h] does not depend
on the data. Therefore

sup Epe[g(Gn[e?h?(t)))] — Eplg(G[h])]| —p O.
gEBLl(foo (T)7[071])

Step 5. Let us recognize the fact that h depends on k by using the notation Ay in
this step of the proof. Note that k itself is implicitly indexed by m. By the previous
steps and Theorem 1 there exist e, \, 0 such that m = P{|f(S,) — f(G[hx])| > en} and
mo = P{|f(Sn) — f(G[hy])| > €n} obey E[m1] —p 0 and m2 — 0. Let

F(c) :==P{f(G[h]) < ¢} = P{f(G[hx]) < c} =P{f(G[hx]) < c},
where the equality holds because Glhg] and m are P-Brownian bridges with the same
covariance kernel, which in the case of the bootstrap does not depend on the data.
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For any ¢, which is a measurable function of the data,

E|Pe{f(§7i/§ Cn} - P{f(Sn) < Cn}’
< E[PYS(G[M]) < cn +en} = P{f(Glhx]) < cn — €n} + m1 + 7]
= EF(cp+e€n) —EF(cp —€,) +0(1)

< sup|Fleten) = Fle—en)| +o(l) = o(l),

where the last step follows from the proof of Theorem 1. This proves the first claim of
Theorem 4 by the Chebyshev inequality. The second claim of Theorem 4 follows similarly
to Step 5 in the proof of Theorems 1-2. O

B.3. Main Lemmas for the Proofs of Theorems 1 and 2.

Lemma 1 (Linearization). 1. (Sample) We have that uniformly int € T
NG (a@i - aﬁ) - ¢Svn <Enzi <§17i(o¢) . 917Z~(a)) 1 {q'izi > o})
+ qli\/ﬁ <Enzi (5071'(05) — 9071'(04)) 1 {q'izi < 0})

= ¢SE[zipi1{q'Sz > 0}]J7Y(

a) n[pz‘%l(a)]
+ ¢SE[zipi1{qd' Sz < 0}]J5 (@)

G
Gn[pivio(a)] + op(1).
2. (Bootstrap) We have that uniformly int € T
NG (5575 - 59§) ) = ¢Svn (En(ei /)2 (éu(a) - eu(a)) 1{
+ ¢SV (Ba(eife)zi (Boi(e) = bo.4(a) ) 1 {a'Szi < 0})
= ¢SE[zp;1{q'Sz > 03I (a)Guleipivn

+ ¢SE[zipi1{¢dYz < O}]ng(a)Gn[eipigaio a)l +op(1).

Proof of Lemma (1, In order to cover both cases with one proof, we will use 6 to mean
either the unweighted estimator 9 or the weighted estimator 6, and v; to mean either 1 in
the case of the unweighted estimator or exponential weights e; in the case of the weighted
estimator. We also observe that ¥ —p ¥ by the law of large numbers and the continuous
mapping theorem.

Step 1. It will suffice to show that
q/i\/?l (En(vi/@)zi (§17i(05) — 9171'(04)) 1 {q/izi > 0})
= ¢SE[zpi1{qXz > 0}]Jf1(a)Gn[vipigoi1(a)] + op(1)
and that
q'i\/ﬁ (En(vz/ﬁ)zl (5071'(04) — 9071'(04)) 1 {q'izi < O})
= ¢SE[z:pj1{gZ2 < 0}]J5 " (a)Gplvipipio(@)] + op(1).
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We show the argument for the first part; the argument for the second part is identical. We
also drop the index ¢ = 1 to ease notation. By Assumption [C2] we write

' E/nE, (v /)2 (51- — 91-) 1 {q'izi > O} = {q'i]En[(vizipgl{q’izi > 0}J )Gy, [vipgi()]
+q' SE,[vizi Ri(a)1{q'Z2; > O}}} /v
= :(a(a) +b(a))/(L+0p(1)).
We have from the assumptions of the theorem

Slela\b(a)l < llg'Sl - M=illlle, 2Mlvilllle,..2 - SEEHE(O&)HPHQ = Op(1)Op(1)op(1) = op(1).

Write a(a) = ¢(a) + d(«), where

c(a) := ¢'SE[zpi1{qXz > 0}]J ()G, [vipipi(a)]
d(a) == ,a'J*l(a)Gn [vipipi(a)]
i o= ¢ISE,[vizipi1{q Y2 > 0}] — ¢ SE[zpi1{¢ X2 > 0}] (B.2)

The claim follows after showing that sup,c 4 |d(a)| = op(1), which is shown in subsequent
steps below.

Step 2. (Special case, with k fixed). This is the parametric case, which is trivial. In
this step we have to show sup,c 4 |d(a)| = op(1). We can write

d(O[) == Gn[lalfa]a fa = (foz]v.] = 17 "'7k)7 fa] = Jﬁl(a)vlpljgol(a)
and define the function class F := {foj, € A,j =1, ...,k}. Since k is finite, and given the
assumptions on F; = {¢(a), a € A}, application of Lemmas [9] and [L0}2(a) yields

Sgplog N(el|Fllgz2, F, L2(Q)) < log(1/e).

and the envelope is P-square integrable. Therefore, F is P-Donsker and

sup ‘Gn[fa} SP 1
acA

and sup,e 4 |d(a)| Sp k]| —p O.

Step 3. (General case, with £ — 00). In this step we have to show sup,¢ 4 |d(e)| = op(1).
The case of £ — oo is much more difficult if we want to impose rather weak conditions on
the number of series terms. We can write

d(a) = Gn [fom]a fom = ,aljil(a)vipﬁoi(a)
and define the function class F3 := { fan, o € A}, see equation (B.11]) below. By Lemma
the random entropy of this function class obeys
log N (e[ Fyllp, 2, Fs, La(Pn)) Sp logn + log(1/e).

Therefore by Lemma conditional on X,, = (x;, z;,i = 1,...,n), for each § > 0 there exists
a constant K, that does not depend on n, such that for all n:

P {sup a(a)| = Ksy/Tog (sup I fonle. v 500 ol z) | <6
acA acA acA

where P|X,, denotes the probability measure conditional on X,,. The conclusion follows if
we can demonstrate that \/lognsup,e 4 || fanllp, .2 V suPae 4 || fanllp|x,,2 —p 0. Note that
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sup | fanlle, 2 < |l sup [ (@) [ [Enpipi]| - supv;  sup  |pi(e@)] —p O,
acA acA i<n ]

i<n,acA

where the convergence to zero in probability follows because

Al <p n=™* + /(k/n) -logn - (lognmax |l2i])) A &, supuv; <p logn

i<n

by Step 4 below, supye 4 ||/ ()| < 1 by assumption |Enpipi|| Sp 1 by Lemma
and

log® n (n_m/4 + v/ (k/n) -logn - max ||z A fk) sup |pi(a)] =p 0

i<n,a€
by assumption [C4} Also note that

V2 sup [Blpd(w)lm, 2] —e 0,

sup || fanllpix,.2 < Al sup |77 (@) [Enpipi] - (E[v7])
acA acA i<n,a€A

by the preceding argument and E[¢?(u)|z;, 2;] uniformly bounded in o and i by assumption

[C3
Step 4. In this step we show that

Il Sp =™+ /(k/n) -log n - (log nmax ||z ]) A &

We can bound
I8l < 12 = S(E [2ipi1{g'S2i > O}] || + [[Z[lp1 + 12|22,

where
p = ||E, [vizipil{d' Sz > 0}] — E [2pj1{¢'Sz; > 0}] ||
po = ||En[vizipi{1{d'S2; > 0} — 1{¢'S2; > 0}}]||.

By Lemma 11} ||= — 2|| = op(1), and from Assumption [C3| |E [z;p;1{¢'S2; > 0}]|| < 1.

By elementary inequalities
13 < EnlloilPEnl 212 [Enlpipi] [En[{1{¢'S2i > 0} — 1{g'Sz > 0}}%] Sp ™ ™/2,

where we used the Chebyshev inequality along with E||v;]|? = 1 and E[||2]|?] < oo, || En[pipl]|| <p
1 by Lemma and E,[{1{¢'Sz > 0} — 1{¢'Sz > 0}}%] <p n~™/2 by Step 5 below.

We can write i1 = supyeg [Eng — Egl, where G i= {vry/zipln1{¢'S2: > 0}, |7 = 1, || =
1}. The function class G obeys

Sup log N(€]|Gllg,2,9, L2(Q)) S (dim(z;) 4 dim(p;)) log(1/€) < klog(1/e€)

for the envelope G; = v;||z]|; - & that obeys max;log G; <p logn by E|v;|P < oo for any
p >0, E||z]]? < oo and log &, <p logn. Invoking Lemma we obtain

p1 Spoy/ (k/n) -logn x sup |gllp,,2 Vsup ||g]lp,2,
geyg 9€eg
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where

1/2
sup lgle,a e (ol maxoi [l ) A (Bl &)
geg

<p (maxvimax 2] A & Sp (lognmax||=i) A &

by E||zi]|? < oo and by E,[p;p!] <p 1, max; v; Sp logn and sup,eg ll9llp2 = |Ezpi|| S 1 by
Assumption Thus

wr Sp v/ (k/n) ~logn(m§1x |lzi|| log ) A &k,

and the claim of the step follows.

Step 5. Here we show

sup E, [(1(q'2zi <0) - 1%z < 0))2] <pn "2
qGSdfl

Note (1(¢'Sz < 0) — 1(¢'Sz < 0))2 =1(¢'S2 <0 < ¢3z) +1(¢'Sz > 0> ¢'S2). The
set

F={1(¢'25 <0< ¢'$2) + 1¢S5 > 0> ¢'S2),0 € SIS < M, 8] < M|

is P-Donsker because it is a VC class with a constant envelope. Therefore, |E,f — Ef| <p
n~1/2 uniformly on f € F. Hence uniformly in ¢ € S* 1, E,[(1(¢'Sz < 0)—1(¢'%'z < 0))?]
is equal to

E[1(¢S2 <0< ¢%'2%) +1(¢S% > 0> ¢S'%)] + Op (n_1/2>
= P(lgza] < g (2= %) =) +0p (n72)
< B = S+ 0p (n7V2) Sp 2 02 Gp 2
where we are using that for 0 < m < 1
P (|¢Zz] < |d (2 -2) z) <P (IdZz/|zl < ldllI= - 2]) S 12 -2,

where the last inequality holds by Assumption|CI] which gives that P (|¢/Sz;/| 2| < 6) /6™ <
1. O

Lemma 2. Let w;,(a) =: (o(x, a)l(pz; < 0) + 61(x,a)l(puz; > 0)). 1. (Sample) Then
uniformly int € T

NG (39,2 - agvg) (t) = vng (i - z) E [ziw; gs(a)] + op(1)
2. (Bootstrap) Then uniformly int € T

NG (&972 - 5972) (t) = vng (i - z) E [zwi g (a)] + op(1)

Proof of Lemma [2| In order to cover both cases with one proof, we will use 6 to mean
either the unweighted estimator 0 or the weighted estimator @ and so on, and v; to mean
either 1 in the case of the unweighted estimator or exponential weights e; in the case of the
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weighted estimator. We also observe that ¥ —p ¥ by the law of large numbers (Lemma
and the continuous mapping theorem.

Step 1. Define F = {¢'Szjw; gx(t) : t € T,||Z|| < C} . We have that for fi(t) = ¢'Szw; 45 (t)
and f;(t) = ¢'Szw; ¢x(t) by definition

V(s — o) (t) = VaEu[(vi/0)(fit) = fi(t))]
= (VnE[fi(t) = fi()] + Gulvi(fi(t) = f:(£))°]) /(1 + op(1)).

By intermediate value expansion and Lemma [3) uniformly in o € A and g € S*!
Vi (E[fi(t) — fi(t)]) = Va(d'E—a'B)E[zw; g 1) ()] = Vn(d' S~ D)E[ziwi g5 (1) +0p (1),
for ¢X*(t) on the line connecting ¢’ and ¢'%, where the last step follows by the uniform
continuity of the mapping (a,¢'Y) = E[zw; ¢x(t)] and ¢'Y — ¢'S —p 0. Furthermore
supyer |Gnvi(fi(t) — fi(£))°]| —=p 0 by Step 2 below, proving the claim of the Lemma.

Step 2. It suffices to show that for any ¢ € T', we have that G, [v; [f;(t) — fi(t)]] —p 0.

By Lemma 19.24 from van der Vaart (2000) it follows that if v; [f;(t) — fi(t)]o e g =
v;((F — F)°) is such that

(B[l fi(t) = £:0))) " < 2 (B [ (Fit) = £i(1)?))
and G is P-Donsker, then G, [v;(fi(t) — fi(t))°] —p 0. Here G is P-Donsker because F is a P-
Donsker class formed by taking products of Fo» O {fy(a) : @ € A, ¢ = 0,1}, which possess
a square-integrable envelope, with bounded VC classes {1(¢'Sz; > 0),q € S¥ 1 ||Z| <
C} and {1(¢'Sz < 0),q € S ||Z|| < C} and then summing followed by demeaning.
The difference (F — F)? is also P-Donsker, and its product with the independent square-
integrable variable v; is still a P-Donsker class with a square-integrable envelope. The
functions class has a square-integrable envelope. Note that

1/2 —p 07

(q’fl— q/E)ZiHOZ’(Q)l(qISiZi < 0)1 (q’Zzi < 0) 2
Fon 2 —I—(q_’E — ¢'Y)zi61i(a)l (q'Zzi > O) 1(¢'Yz; > 0)
E[fz(t) fl(t)] =E + q/z_]ZiGOi(Oé) *qlzzieil(a) 1 (qlz_]zi < 0 < q’Ezi
+ (X201 (@) — ¢'3zi6pi(@)) 1 (q’Zzi > 0> q¢Yz
S 2 2 2
S IS =Sl [Pl max 16 @le
SIZVISIR) - [z 6 : Pl¢Sa| < ¢ (£-3%)z[]"?
ORI VIR - Wl e 16 @ez- sup P (Jq2a] <|q (5 -2) 2]
= = 1/2
S PIS-3IP+ sup P[l¢Sz/|a]| <18 -]V — o0,
geSd—1
where we invoked the moment and smoothness assumptions. ([l

Lemma 3 (A Uniform Derivative). Let 0 ,(a) = pz; (6oi(a)1(pz: < 0) + 615(a)1(pz; > 0)).
Uniformly in p € M = {¢S:q € ST |2 <CY anda € A
OE[oiu(@)]
O

where the right hand side is uniformly continuous in pu and .

= Elziw; u(@)],
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Proof: The continuity of the mapping (u, &) — E[z;w; ,(u)] follows by an application of
the dominated convergence theorem and stated assumptions on the envelopes.

Note that for any ||| — 0

E[(M + 5)2110,’7“_,_5(04)] — E[uziwi’u(a)] - i v (a L | i
Hé‘” - ||5”E[ (4 z,u( )] + H6||E[RZ((5,/1,7 )]7
where
Ri(6, pp, ) := (4 0) 2 (01i() — Opi()) 1 (z; <0 < (4 90) 2)

+ (p+0)zi (Opi(a) —O1i(a)) 1 (pz; > 0> (u+96)2).
By Cauchy-Schwarz and the maintained assumptions

sup  EIRi(6,p,0) < [I0zllp2-  sup  [0u(e)llpe  sup [P (|uz| < |62[)]'/?
HEM,aeA acALe{0,1} HnEM,a€A

< 10zlfp2 -1 6™/2
Therefore, as ||d]] — 0

1 1
sup 7‘E[R’L (57 22 u)” < sup oy

< E|Ri(6, p,0)] S 6™2 = 0. O
pertaca [10] pertaea ||9]

Lemma 4 (Coupling Lemma). 1. (Sample) We have that
Gn[h(t)] = G[h(t)] + op(1) in £(T),
where G is a P-Brownian bridge with covariance function E[h(t)h(t")] — E[h(t)|E[h(t)].
2. (Bootstrap). We have that

P

Gnle’h°(t)] = G[h(t)] + op(1) in £°(T),
where G is a P-Brownian bridge with covariance function E[h(t)h(t)] — E[h(t)|E[h(t))].

Proof. The proof can be accomplished by using a single common notation. Specifically it
will suffice to show that for either the case g; =1 or g; = ¢; — 1
Gnlgh®] = GI[h(t)] + op(1) in £°(T),

where G is a P-Brownian bridge with covariance function E[h(¢)h(t")] — E[h(t)|E[h(t')]. The
process GY for the case of g; = 1 is different (in fact independent) of the process GY for the
case of g; = e; — 1, but they both have identical distributions. Once we understand this, we
can drop the index g for the process.

Within this proof, it will be convenient to define:
Sp(t) == Gplgh®(t)] and Z,(t) := G[h(t)].

Let Bj,j = 1,...,p be a partition of T into sets of diameter at most 5~ We need at
most
p < 7% d=dim(T)
such partition sets. Choose tj;, as arbitrary points in Bjy, for all j = 1,...,p. We define the
sequence of projections 7; : T'— T, j =0,1,2,...,00 by mj(t) = tj; if t € Bjj.
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In what follows, given a process Z in ¢>°(T") and its projection Z o m;, whose paths are
constant over the partition set, we shall identify the process Z o m; with a random vector
Z o7 in RP, when convenient. Analogously, given a random vector Z in R? we identify
it with a process Z in £°°(T'), whose paths are constant over the elements of the partition
sets.

The result follows from the following relations proven below:
1. Finite-Dimensional Approximation. As j/logn — oo, then Ay = sup;cp ||Sn(t)—
S, © Wj(i)” —p 0.

2. Coupling with a Normal Vector. There exists N,,; =4 N(0,var[S,, o 7;]) such
that, if p5§z/n — 0, then Ag = sup; [Npj — Sy o mj| —p 0.

3. Embedding a Normal Vector into a Gaussian Process. There exists a Gaussian
process Z, with the properties stated in the lemma such that N,; = Z, o mr; almost surely.

4. Infinite-Dimensional Approximation. if j — oo, then Az = sup,er |Z,(t) — Zy 0
T (t)| —p 0.

We can select the sequence j = log?n such that the conditions on j stated in relations
(1)-(4) hold. We then conclude using the triangle inequality that

sup |Sp(t) — Zn(t)| < A1+ Ag + Ag —p 0.
teT

Relation 1 follows from
Ay =sup S, (t) — Spomj(t)| < sup  [Su(t) — Sn(t)] —p O,
teT llt—t]|<j—1

where the last inequality holds by Lemma

Relation 2 follows from the use of Yurinskii’s coupling (Pollard (2002, page 244)): Let
Cis---,Cn be independent p-vectors with E¢; = 0 for each ¢, and x := ), E [HQ||3] finite.
Let S = (1 + -+ (. For each 6 > 0 there exists a random vector T" with a N (0, var(.S))
distribution such that

| log(1/B)|

P{||S —T| > 36} < CoB (1 =

) where B := kpd 3,

for some universal constant Cj.
In order to apply the coupling, we collapse S, o m; to a p-vector, and we let
G =Cu+...+Ci €RP, G =gihj;om € RP,

where hy;, 0 = 1,...,4 are defined in (B.1)), so that S, om; = > (;/y/n. Now note that
since E[]|¢;[|*] < maxi<j<4 E[[|Gl|’] and

3/2
EllGil® = p3/2E< ZL% 1i(thj)| ) SP%E( Zlg, G ()| )

< p*?sup E!hu(tkj) °Elg:|*,
teT
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where we use the independence of g;, we have that

E[|G|%] < p** max ?EITDE!h%(t)\SE!giI?’-

Next we bound the right side of the display above for each [. First, for A(t) :=
¢SE[zipl1{¢'2z > 0}]J; Ha)

sup E|hg; (1)1* = supE|A(t)pipn ()] <sup [A®)| - sup E'pi* sup  Eljgi(a)|’|zi = ]
teT teT teT 18]|=1 acAzeX
S sup Elpi* sup  Ellei(a)flzi = 2]
18]1=1 acAzeX
< & sup Blo'pi|* sup Ellgi(a)Plz; = 2] < &,
18]=1 acAzeX

where we used the assumption that sup,e 4 ,ex Ell@i(a)?lz; = 2] < 1, [[Epps|| < 1, and
that

sup || A(t)]| < sup [B[5]*]"/? sup [E[pjd]*]"/* sup [|T " ()] S 1,
teT [16]|=1 [|6]|=1 acA

where the last bound is true by assumption. Similarly E[hS,(¢))]3 < &. Next
sup E|hS,;(t) |3 = supE|¢E (xiz;)o YE[z, w; g5 ()] |3
teT teT

< Bl ()" P sup || [Blziwigs ()] |°
teT

N

3 3 3/2 3/2
(Bl I+ |18 (i) ) (Bllil)™ sup B [0 ()
(6%
S L (B.3)
where the last bound follows from assumptions Finally,
1/3 1/3
sup [E\hii(t)]?’] A sup [E|q’2ziwi,q12(a)|3] / + sup [Eq'Szw; gx ()|
teT teT teT

1/6

IN

2 sup|[E|¢'S2;%)1/° [E|w; grs:()[%]
teT

S [Elzil*]Y6 sup E[6s ()]0 S 1,
acA
where the last line follows from assumption
Therefore, by Yurinskii’s coupling, observing that in our case by the above arguments
K = p3/2§’“3", for each § > 0 if p°¢2 /n — 0,

(v/n)
3/2 5/2
Z35}<np:0 & P

= — 0.

S TevmE (i)

([

This verifies relation (2).

Relation (3) follows from the a.s. embedding of a finite-dimensional random normal
vector into a path of a Gaussian process whose paths are continuous with respect to the
standard metric py, defined in Lemma [6], which is shown e.g., in Belloni and Chernozhukov
(2009b). Moreover, since po is continuous with respect to the Euclidian metric on T, as
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shown in part 2 of Lemma [6] the paths of the process are continuous with respect to the
Fuclidian metric as well.

Relation (4) follows from the inequality

Ag =sup|Zn(t) = Znom(t) < sup |Zn(t) = Zu(t)| Sp (1/5) 1og(1/4)" = 0,
teT -t <i!

where 0 < ¢ < 1/2 is defined in Lemma @ This inequality follows from the entropy
inequality for Gaussian processes (Corollary 2.2.8 of van der Vaart and Wellner (1996))

B sup | Zu(t) — Zu(th)] < [ /io8 N(e T, po)de
p2(tt')<o 0
and parts 2 and 3 of Lemma [6 From part 2 of Lemma [6] we first conclude that
log N (e, T, p2) < log(1/e),
and second that ||t — ¢'|] < (1/7) implies ps (¢,¢') < (1/5)°, so that

E sup |Zy(t) — Zu(t')| < (1/)"log(1/4)" as j — oo.
lt—=t'(|<1/5

The claimed inequality then follows by Markov inequality. O
Lemma 5 (Bounded Oscillations). Let ¢ be as in Lemma [0

1. (Sample) For e, = o((logn)~1/(29)) we have that

sup |Gy [h(t) = h(t)]| —p 0.
l[t—t"l|<en
2. (Bootstrap). For ¢, = o((logn)~1/(29)), we have that
sup  |Gn[(e; — 1)(A°(t) — h°(¢))]| —p 0.
l[t=t"l|<en
Proof. To show both statements, it will suffice to show that for either the case g; = 1

or g; = e; — 1, we have that

S [Galai(h(6) = R(ED] 0.

Step 1. Since
sup  [Gplgi(h°(t) — h°(¢)]| S max  sup  [Gyulgi(h(t) — hg(t)]],

=l <en TSI et <e
we bound the latter for each ¢. Using the results in Lemma [10] that bound the random
entropy of H; and Hs and the results in Lemma [12] we have that for £ = 1 and 2

A= sup [Gylgi(hg(t) — h{(t')]| Sp Vlogn sup  max |gi(hg(t) — h{(t))]
[t—#/l|<en [t—t/|<en PE{PPn}

By Lemma [10] that bounds the entropy of g;(H? — H?)? and Lemma (12| we have that for
{=1or/l=2,

P,2-

logn

sup |[lgi(hg(t) =R (") lp, 2~ llg: (R () =R () Ip 2| Sp

sup max g7hg*(1)
=/l <en

n teT PE{PJP)TL}

P2



42 CHANDRASEKHAR, CHERNOZHUKOV, MOLINARI, AND SCHRIMPF

By Step 2 below we have

27102 2 4 4 2 4 4
su max h t < max Fy max ; < max Fr(logn y
tepIP (PP} Hg 0 ( )HIP’,Z ~P \/fk i< 1 5 ’9@| ~P \/fk i 1( g )

and by Lemma@7 lg(he(t) —he(t"))|lp2 < |It — t]|°. Putting the terms together we conclude

n i<n

1
Ane Sp y/logn (6; + ogn&c mafo‘(logn)2> —p 0,

by assumption and the choice of €.
For ¢ = 3 and ¢ = 4, by Lemma (10, g(H$§ — H$3) and g(H] — H3) are P-Donsker, so that

A< sup  [Golg(h7(t) — RZ(t))]| —p 0. O
p2(t;ty)<ej,

Step 2. Since [|g*h2(t)|p2 < 2(g*hZ(t)|p2 + 2/|g°E[RS(1))?||lp2, for P € {P,P,}, it

suffices to bound each term separately.
Uniformly int € T for £ = 1,2

En[ghe(t)]* < rnl,axm4 BB zipil{a Dz < O[T ()] - e E,[[0"pi] " ofe(e)]

Sp (logn)" - 1 €| En [pipf]]| max Ky Sp & max Fy'(logn)*,

where we used assumptions [C3|and [C5and the fact that |E, [zipi1{¢'Ez; < 0}]|| <p 1 and
E, [pip;] <p 1 as shown in the proof of Lemma

Uniformly int € T for £ = 1,2

Elghy(t)]* < E[94]!\Ell‘lHE[zipil{q’Ezi<0}]||!|J61(a)|\-HihlflE[M’pi]%?e(a)]

Sp 1-&|Elpapi]ll sup  Elgj(e)|z = 2] < &,
rzeX,acA

where we used assumption
Uniformly int € T for £ = 1,2

En[g"E[h7(1)]"] < Eag"E[R()]* Sp 1-ERZ (1] S 1,
and
Elg*E[hg(1)]"] < Eg'E[hg(1)]* S 1-ERFZ®P S 1.
where the bound in E[h9?(t)]? follows from calculations given in the proof of Lemma @ O
Lemma 6 (Covariance Properties). 1. For some 0 <c<1/2
pa(h(8), h(t')) = (ElR(t) — b)) S plt,t) = ||t — ¢

2. The covariance function E[h(t)h(t')] — E[h(t)]E[R(t)] is equi-continuous on T x T
uniformly in k.
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3. A sufficient condition for the variance function to be bounded away from zero,
infieq var(h(t)) > L > 0, uniformly in k is that the following matrices have minimal

eigenvalues bounded away from zero uniformly in k: var([gpil(a) gpio(a)], |z, zi>

Elpip}], Jal(a), Jfl(oz), bobo, and bibi, where by = E[zp/1{¢'Yz > 0}] and
by = E[zpi1{¢'Ez; < 0}].

Comment B.2. We emphasize that claim 3 only gives sufficient conditions for var (h(t))
to be bounded away from zero. In particular, the assumption that

mineig (Var ([%’1(04) 901‘0(04)]/ |4, 21)) > L

is not necessary, and does not hold in all relevant situations. For example, when the upper
and lower bounds have first-order equivalent asymptotics, which can occur in the point-
identified and local to point-identified cases, this condition fails. However, the result still
follows from equation under the assumption that

var (i1 (a)|xs, z;) = var (pio(@)|zi, z;) > L

Proof. Claim 1. Observe that ps (h(t), h(t)) < max; pa (hj(t), hj(t)). We will bound each
of these four terms. For the first term, we have

1/2
p2(hi(t), hi(t)) =E —§SE [zip)1 {722 > 0}] J7 (&) pipin (@)

( ¢SE 291 {d' Sz > 0} J7 (0) pigar (a) — >]

<E [((q — §)'SE [zp1 {¢'S2 > 0}] J7 (@) pipan (04))2} v +

[ .. / 2 . 9
e _<q’2 ( %Eﬁz;;{lq{?@l; g}(])}] > I (@) pipin (a)>

+E

1/2
+

:(q’EE [2ipi1 {q'S2 > 0}] (J;7' (o) — J7 (@) papnn (a))z} v +
1/2

+ B[ (@SB [2pi1 {72 > 0}] I (@) pi (o1 (@) — 011 (@)))]

For the first term we have
7 / / -1 271/2
E [((q —§)'SE [zipi1 {¢'Sz > 0}] J7 ' (a) pipin () } <

< lla =l I [E ] || 177 )l Blllpaptl] sup Blgie(a) o, )'/2

1171

By assumption I|E [zspi] HJl_l(oz)H, E[||pip}||*], and sup,, .. E[pi1(a)*|x;, z;] are bounded
uniformly in k& and a. Therefore,

. . 971/2 .
E [((q — §)'SE [zipi1 {¢'Sz > 0}] J7 ' () pigin () } < lg—dll
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The same conditions give the following bound on the second term.

o 5y _ 2 1/2
| (vo( PEh e O ) i @man )|
S|E[1{dSz >0} —1{7%z > 0}]||

SE [(1 (%% >0}~ 1{7%% > 0}>2]1/2

As in step 5 of the proof of Lemma |1} the assumption that P (|¢'3z;/||z]|| < d) /6™ < 1
implies

1/2 m
B[(1{gS% > 0} = 1{7%% > 0})°] " S llg—al™”?
Similarly, the third term is bounded as follows:
- - - 1. 1/2 - 1.
B [(7%E [pf1 {732 > 0}] (/7" (@) = J7 (&) pigin ()] S 1T (@) = I (@)

Note that J; ! («) is uniformly Lipschitz in a € A by assumption so HJl_l () = J ! (@) <
|l — @|| . Finally, the fourth term is bounded by

E [(@/ZE [zipi1 {@'22 > 0}] I (@) pi (win () — %’1(&)))2} v N
V! 1/2
SsupE {(%‘1(@) — i (@) |, Zz‘]

Tiy24

S lla—al

1/2
where we used the assumption that E [(gpil(a) — (@) |as, zz} is uniformly ~y,-Hélder

continuous in «. Combining, we have

pa(ha(t), (D) Sllg = all + llg = all"™ + o — &l + o — &[]
< Ht_t/Hl/\m/W\mp

An identical argument shows that pa (ha(t), ha(t)) < ||t — /|22 %
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The third and fourth components of h(t) can be bounded using similar arguments. For
hs(t), we have

- _ 11 271/2
02 (hg(t), h3(t)) = E [(q'ZmizZ’-EE [ziwi7q/g(a)] DTN [ziwi,qu(oz)]) }

1/2

N

E [((q —§)' Y YE [Ziwz,qu(a)])Z]
+E |:(q/2$1222 (E [ziwivq/g(a)] —E [Zl"wi,q/z(a)]))ﬂ 2 +
—l—E [(Q’Exizl’-E (E [ziwiyg/z(oz)] —E [Ziwi,q’E(d)]))2:| 1/2

~ 1/2
la = @ISl Bleiz: max oo, @) +

A

FISIE [ (01(2s,0) — (i, 0))* 1|0 — 8 S=i] = laD=] "+

1/2
Y| E | 2z 0p (zi, ) — Op (w3, @)
+ 12| [Zzz e?%%ff}( o (T, ) — Op (x a))]

1/2
By assumption, E [2/z0(z;, a)?] < (E [sz’ﬂ E [Gg(xi,a)4]> is bounded uniformly in
a. Also,

E {Zézi (61 (i, @) — Bo(wi,2))* {|¢'S2il / ||zl < llg — dll}} S
<B[lal]" (B0 0) ] + B Bo(ena)] ) Bz 0 < o - 21)]

~ 2
< llg—al™

where we have used the smoothness condition (C1) and the fact that E[|z]!] < co and
E[fy(xi, )*] < oo uniformly in a.

By assumption, 6;(x, «) are Holder continuous in a with coefficient L(z), so

1/2 1/2
B st . (B (i)~ 00 o )?| - SE [lal'] B [£0?] Y o -

Sla—af™
Thus,

pa(hs(t), hs(®) Sllg — all + llg — @™ + lle — &|
5 Ht . t/Hl/\m/Q/\'yg
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For hy4, we have

p2 (ha(), ha(D) =E | (¢/Sziwi (@) — 7 ziw0r,g(d))? -

<E|((q- @) Szwign(@))’] v
+E [(Q’Ezz- (wigs(a) —wigs(@)))
+E [(quﬁzi (w;gs(a) — wvz,q"z(&))ﬂ
Slla—al + lla - a|™”

by the exact same arguments used for hs.

Claim 2. It suffices to show that E [h;(t)] for j = 1,...,4 and E [h;(t)hi(t')] for j =1, ...,4
and k = 1,...,4 are uniformly equicontinuous. Hoélder continuity implies equicontinuity, so
we show that each of these functions are uniformly Hélder continuous.

2} 1/2+

1/2

+ [l —al™

Jensen’s inequality and the result in Part 1 show that E[h;(t)] are uniformly Holder.

[Elhy (0] - Bl (0] < B[ (hy(0) — hs()?] " < e =]

Given this, a simple calculation shows that E [h;(t )hk (tg)] are uniformly Holder as well.
(i ( (t1)) he(t2)+
E |h;(t1)hi(t h; ()b (t5) E
B [ty (et ~ eyt =& | () D e
1/2
E[(hj )2] Elhx (t2)?) "%+

4 E[hj(tll)Q]lﬂE [(hk(h) - hk(tlz))z} v

Sl —al"v e -
Claim 3. By the law of total variance,
var(h(t)) = B [var (h(t)|az, z0)] + var (B [h(t) ;. )
Note that hs(t) and h4(t) are constant conditional on x;, z;, so
var (h(t)|z;, z;) =var (hi(t) + ho(t)|x;, 2i)

_ |¢EZE[zipi1{q' Sz > O}Nf (a)p;]’ var [ [#i1(@) 2, 21 )
¢'SE[zip1{q'S2 < 0}]Jy H(a)pi wpio(a)] 7
¢ EE[zipi1{q'Sz > 0} 1 ( )pi
¢ SE[zipj1{¢' 2 < 0}]Jy  (@)pi
Recall that by = E[z;p/1{¢'Ez; > 0}] and by = E[z;p[1{¢'E2z; < 0}]. Let v, = ¢'¥b;, and
mineig(M) denote the minimal eigenvalue of any matrix M. By assumption,

mineig (Var <[90i1(04) 601'0(0‘)]/ |3, Zz)) > L,

(B.4)
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SO
E [var (h(®)i, 2] 2E [0 (@)pe 2075 (@)p] ]
ZE [H%Jfl(a)szZ % H%JJI(OZ)MHZ}
2E ([l @pi]|*] VE [[lo s (@)pi]]
Repeated use of the inequality ||zy||* > mineig(yy') ||z||* yields for [ = 0,1,
E [HWJZI(OC)MHQ} > mineig (E [pip}] ) mineig (J; (a))” el
> mineig(byby) Hq/EH2
2 byby
where the last line follows from the fact that b}b, is a scalar. We now show that b,b, > 0.
Let fi; = z1{¢'Y2 > 0} and fo; = z1{¢'X2 < 0}. Observe that z; = f1; + fo; and
E[f};foi] =0, so
1
E [f1if1i] VE [foifoi] > 5B [2i2i] >0

By the completeness of our series functions, we can represent fi; and fp; in terms of the

series functions. Let
o0 oo
fii= E c1pjifoi = E CojDji
j=1 j=1

Without loss of generality, assume the series functions are orthonormal. Then

oo
flzflz Z fOszZ = chj
j=1 j=1
Also,
k
bibe = cf;
j=1
Thus,

E [var (h(t)|xi, 2;)] 2 mineig(b}b1) V mineig(byby) > 0
g

Lemma 7. Suppose Conditions hold, with = replaced by (x,v) and the supremum
over © € X replaced by the supremum over (z,v) € X x V. Let V be a finite set. Let

Dy = arg ming E,, [m(yie, pr (i, v:)' 9, )] . To simplify notation, let £ = 1 so that we focus
on the upper bounding function. Let

v] = argmin b (z,v, @)
veY
and assume that vi is the unique minimizer of 01(x,v, ). Let

~ . 1o
V1, € arg min pg (i, v;) Op1.
vey
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Let 9y = arg ming E [m(y;e, p(zi,v;)'9, )] and assume that

sup Ip(x, v, )91 — 01 (z,v,a)| = O(k™") (B.5)
(z,w)EX XV, €A

for some r > 0 Then the estimator pk(l’i,'/l)\ln)/{?\kl satisfies Condition .

Proof. We show that \/n (pk(a:i,ﬁln)’{?\l — 01(z,v7, a)) satisfies equation (4.1)). To simplify

notation, omit dependence of 75, ¥ on k in what follows. Observe that:

23, B1n) D1 — pi(w v) 01 ) + v/ (i, 07) D1 = 1 (3,07, )

i, 01p) 01 —Pk(fbi,vf)/?%) + 0 (nl/zk_T>

24, 01) 0y —pk(ivz‘yvf)/ﬂl) +vn (pk(iﬁiﬁm)/@l _pk(xiaUT)/{9\1> +0 (nl/Qk_T> ,
(B.6)

and \/n (pk (x4, v{)’@l — pr(xs, v{)’ﬁl) satisfies Condition [(C2| by assumption. We are left to
show that the second term in equation converges to zero in probability as n — oc.
Recall that 01, is a minimizer of pg(z;,v;)’¥1 and v} is the unique minimizer of 6y (z,v, @),
and therefore

0 > Vvn (pk(ﬂﬁiﬁln)/@l —pk(fﬁz‘,vf)lal) (B.7)
= ﬁ(pk(afi,@ln)’291 i, 010’ > +v/n (P (i, 01n) V1 — pr(zs, v]) V1)
+vn (Pk(%vf)'ﬁl pr(@i, ] 5)
= ﬁ(pk(mi,ﬁln)’ﬁl pr (4, 010)0 > + 1 (01(z, V1, ) — 01 (2,07, @) + O <n1/2/<:_’">
—v/n (pr(iy 1) D1 = pi(as, 1) V1
>V (pr(wi, Din) — pr(wi, v7)) (51 - 191) +0 (nl/2k_T>
= o, (1). (B.8)
To establish the last equality in , let V = {vl, v’ } and notice that

J
Pr(i, 01)'0 = (i, v;) 01 (0 = v;), 0 =01,91, and &1 = Bi, v}
=1

MAg stated in the examples, when using either polynomials or splines, this condition is met for mean
regression with r = 3, for quantile regression with r = S_d“d, and for distribution regression with r = %,
where s is the smoothness of 6, d is the dimension of x, and @ = 1 for polynomials or a = 1/2 for splines.

Notice that n'/?k™" — 0 for our motivating examples under the conditions derived in Section




BEST LINEAR APPROXIMATIONS TO SET IDENTIFIED FUNCTIONS 49

Hence,

J
v (pr(zi, Oin) — pr(wi, 7))’ (51 - ?91) =Vn Y pr(xi,v;) <1§1 - 191) [1 (V1 = v;) — 1 (v] = v;)].

j=1

Standard results give

\/ﬁzjzpk(:ci,vj)’ (1/9\1 - 191> =0, (\/@ : (B.9)

Jj=1

Next, observe that

P {O1n = v} = P (pk(xi,v;)'ﬁl < pr(zi, ') ) Yol € Vvl £ v*

— ] — *

- P pk(‘rlyvl) 291 01($ v ) 91(1,',1} ,Oé) < Vv] eV 'U] 7é’U
< pk(xhvj) 191 - 91(1‘ U] a) - 91((1/‘,2}*,0[)

<

_ P (pk(xza Uik)/ﬂl - 91('%'7 U*a Oé)) - (pk(xla ’Uj)/{g\l - 91(.%', U] ))
< O1(z,v7, @) — 01(z,v*, @)

P( | (ets, w101 —91<x,v*,a>R = (mrlas, )D1 = 1@, ) [ £y ¢U*>

< 01 (z,v7, @) — 01 (z,v*, )

ijGV:vjsév*>

v

J J . :
2 P ‘pk .Z'Z,’Ul) ﬁl 91($ v* a ‘ ‘pk .T“’U ) 191 01(:6 v Oé)‘ S V’U‘] c V : U‘] # U*
< 01 (z,v7, @) — 01 (z, 0%, )|

AR
Zp 1—max{<> ,k‘_r},
n

where the first inequality follows from the assumption that 6; is uniquely minimized at v*

and the last line follows from (B.5)) and (B.9). This yields

1/2
1B = 05) — 1 (05 = vy)] = O (max { (%) k})

and hence as long as k « n? for any v < %, the claim follows. Note that this condition
is consistent with the requirements on the growth of k that we obtained in verifying our
assumptions for the motivating examples in Section ([l

B.4. Conservative Inference with Discrete Covariates. Let O(z, a) = [0p(z, ), 01 (z, )],
and to simplify notation suppress the dependence of © and 6y on (x,«) and let the in-
struments coincide with z = [z1 3], with 21 = 1 and 29 € Rl Let ¥ :E(a:x’)_l,
z=x+40[0n], with n ~ N (0,I) and independent of x and 6,, £ = 0,1, where I denotes
the identity matrix. Note that E(zz’) =E(z2'), and define

B=3E(@0), B=3E(z0),
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where E (+) denotes the Aumann expectation of the random set in parenthesis, see Molchanov
(2005, Chapter 2). Denote by B the estimator of B (the unique convex set correspond-

ing to the estimated support function) and by BEn(l—T) a ball in R? centered at zero

and with radius ¢, (1_r), with ¢,(;_;) the Bayesian bootstrap estimate of the 1 — 7 quan-

tile of f (G [hx (1)]), with f(s(t)) = super {—s(t)},, see Section Following argu-
ments in BM (Section 2.3), one can construct a (convex) confidence set C'S,, such that

SUPneA (Cfcsn (q) — aé(q, a)) = Cp(1—) for all ¢ € S% 1 where 04 (-) denotes the support
function of the set A. It then follows that

lim P sup oz(q,a) —ocs, (@), =0 =1—r.

n—00 (q,aGSd1XA| B ’Jr

Lemma 8. For a given § > 0, one can jitter x via z = x + 05 [0 77]/, so as to obtain a set
B such that SUDnecA PH (B, B) <46 and

1—7(5)ZlimP< sup raB<q,a>—<aosn<q>+6>\+=o>21—7, (B.10)

n—00 q,a€S%=1x A

where y(8) = P (supyer {=G [hx ()]}, > cpa—r) + 26) .

Proof. Observe that pg (B,B) = pg (XE (20),XE (20)) . By the properties of the Au-
mann expectation (see, e.g., Molchanov (2005, Theorem 2.1.17)),
o1 (SE(:0),5E (20)) < E oy (% (:0), 5 (26))].

In turn,

sup E [py (X (20) , X (20))]
acA

= supE sup sup (v1 + z2v2) 6 — sup (v1 + z2v2) 9‘
acA v=Y'q:|lv||=1 10€© €O

= supE sup (v1 + a2 + onu2) (Bp1 (v1 + x2v2 + onve < 0) + 011 (v1 + x2v2 + oNUy > 0))
acA v=Y"q:||v]|=1
—(v1 + z2v2) (O (v1 + 22v2 < 0) 4+ 611 (v] + oV > 0))”

< supE sup  |onve (6ol (v1 + xovgy + onug < 0) + 011 (v1 + x2vs + 0NV > 0))|]
acA v=Y/q:||v||=1

+sup E [ sup  |(v1 + z2v2) (61 — 0p) (1 (0 < — (v1 + x2v2) < onua) — 1 (0 < vy + w2v2 < —anvg))\]
acA v=Y/q:|jv||=1

< Bl (sup B o(e. )]+ sup E 0 (5,0)] + 51 B101 5.) — (.0 )
acA acA acA

)
EW(SUPQGA Eleo(q“va)‘—i_supaeA E|91 (xvo‘)‘—i_supaEA E|91 (.Z‘,Oc)—e()(l‘,a)‘) '

Hence, we can choose o5 =
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Now observe that because sup,e 4 pr (B,B) < 8, we have B(a) C B(a) @ Bs for all

a € A, where “@” denotes Minkowski set summation and Bs is a ball of radius § centered
at the origin. Therefore

sup (05(q, @) —o¢s,(q)) < 0Vgqes!

p
acA

— sup (op(g,a) — (ocs,(q) +68)) <0V qge ST
acA

from which the second inequality in (B.10) follows. Notice also that B(a) C B(«) @ Bs for
all a € A, and therefore

SUB‘ (0B(g,@) — (0cs,(q) +0)) < 0VgedS™?
ac

= sup (03(q, ) — (0cs,(q) +26)) <0V ge ST,
acA

from which the first inequality in follows. Because § > 0 is chosen by the researcher,
inference is arbitrarily slightly conservative. Note that a similar argument applies if one
uses a Kolmogorov statistic rather than a directed Kolmogorov statistic. Moreover, the
Hausdorff distance among convex compact sets is larger than the L, distance among them
(see, e.g., Vitale (1985, Theorem 1)), and therefore a similar conclusion applies for Cramer-
Von-Mises statistics. U

B.5. Lemmas on Entropy Bounds. We collect frequently used facts in the following
lemma.
Lemma 9. Let QQ be any probability measure whose support concentrates on a finite set.

(1) Let F be a measurable VC class with a finite VC index k or any other class whose
entropy is bounded above by that of such a VC class, then its entropy obeys

log N(el| Fllg.2, F. L*(Q)) S 1+ klog(1/e)
Ezamples include e.g., linear functions F = {a'w;,a € R¥ ||a|| < C} and their

indicators F = {1{a/w; > 0}, € R* ||a| < C}.

(2) Entropies obey the following rules for sets created by addition, multiplication, and
unions of measurable function sets F and F':

log N(e||F + F'|| g2, F + F,L*(Q)) < B
log N(e||F - F'||g2, F - F,L*(Q)) < B
log N(e||FV F'||g2, FUF',L*(Q)) < B
€ €
B =logN (5[ Fllga F, LX(@)) +1og N (5|12 7', LA(Q))

(3) Entropies are preserved by multiplying a measurable function class F with a random
variable g;:

log N(e||lg| Fllg.z2, 9F, L*(Q)) S log N (¢/2[|Fllqz2. F, L*(Q))
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(4) Entropies are preserved by integration or taking expectation: for f*(z) := [ f(z,y)du(y)
where p is some probability measure,

log N(e|| Fllgz2, F*, L*(Q)) < log N (e[| Fllq.2, F, L*(Q))

Proof. For the proof of (1)-(3) see e.g., Andrews (1994). For the proof of (4), see e.g.,
Ghosal, Sen, and van der Vaart (2000, Lemma A2). O

Next consider function classes and their envelops

M1 = {¢SE[zipjl{q'Sz < 0}]Jy (@)pivio(a), t € T}, Hi S |zilléeFr

Ha = {¢SE[zipil{q'Sz > 0}J; (@)pipir(@),t € T}, Ha S |lzil6kF

Hy = {¢S2iz3E [ziwigs(a)] ,t € T}, Hy < [lwi|l|z]]

He = {¢Zzwgn(a),t €T}, Hy < ||zl Fa

Fs = {@J ()pipi(a), a € A}, F3 < &F, (B.11)

where ji’ is defined in equation (B.2)).
Lemma 10. 1. (a) The following bounds on the empirical entropy apply

log N (¢|| H1||p, 2, H1, L*(Py)) <p logn + log(1/¢)

log N (¢|| Ha||p, 2, Ha, L*(Py)) Sp logn + log(1/¢)

log N (€| Fs|lp, 2, F3. L*(Py)) Sp logn + log(1/e)
(b) Moreover similar bounds apply to function classes g;(Hj — Hy) with the envelopes given
by |gilAH, where g; is a random variable.

2. (a) The following bounds on the uniform entropy apply
@2 M1, L*(Q)) < klog(1/e)

Sgplog N (el Hallg, Ha, L*(Q)) S klog(1/e)

sup log N (e[| H, |
Q

sup log N (€|| F5|| g2, F3, L*(Q)) < klog(1/e)
@2, M3, L*(Q)) < log(1/e)

@2, M1, L*(Q)) S log(1/e).

sup log N (e[| H3|
Q

sup log N (e[| H4|
Q

(b) Moreover similar bounds apply to function classes g;(Hj —H}) with the envelopes given
by |gi|AH?, where g; is a random variable.

Proof. Part 1 (a). Case of H; and Hy. We shall detail the proof for this case, while
providing shorter arguments for others, as they are simpler or similar.

Note that H; € My - My - Fi, where My = {¢'Y2;,q € ST} with envelope M7 = ||z]|
is VC with index dim(z;) + dim(z;), and My = {y(¢)Jy "(@)p;, (¢, a) € S*! x A} with

envelope My < [[&kll, F1 = {pio(a),a € A} with envelope Fy, where 7(¢) is uniformly
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Holder in ¢ € 8! by Lemma [3| Elementary bounds yield
Ima(t) = ma()|lp,2 < Linlle = éll + Lanllg — 4l
Lin S sup [T @)kl Lan S [Enlpipi)l,
acA

log L1, <plogn and logLs, <p 1.

Note that log & < logn by assumption, sup,e 4 ||/~ (a)]| < 1 by assumption, ||Ey,[p;p!]|| <p
1 by Lemma The sets S ! and A are compact subsets of Euclidian space of fixed
dimension, and so can be covered by a constant times 1/e¢ balls of radius e for some
constant ¢ > 0. Therefore, we can conclude

log N (e||Mz||p,, 2, M2, La(IP,)) Sp logn + log(1/e€).

Repeated application of Lemma [J yields the conclusion, given the assumption on the func-
tion class F7. The case for Hs is very similar.

Case of F3. Note that F3 C My - F; and ||| = op(1) by Step 4 in the proof of Lemma
[l Repeated application of Lemma [J] yields the conclusion, given the assumption on the
function class Fj.

Part 1 (b). Note that H° = H — E[H°], so it is created by integration and summation.
Hence repeated application of Lemma [9] yields the conclusion.

Part 2. (a) Case of H1,Hz2, and F3. Note that all of these classes are subsets of
{W'pi,||pl] < C} - Fi with envelope {F;. The claim follows from repeated application
of Lemma [9l

Case of Hz. Note that Hs C {¢'Zx;izip, ||p|| < C} with envelope [|a;]|[|zi]|. The claim
follows from repeated application of Lemma [9]

Case of H4. Note that Hy is a subset of a function class created from taking the class
F»> multiplying it with indicator function class 1{¢'Yz; > 0,q € S%'} and with function
class {¢'Yz;,q € Sdil} and then adding the resulting class to itself. The claim follows from
repeated application of Lemma [9]

Part 2 (b). Note that H° = H — E[H?], so it is created by integration and summation.
Hence repeated application of Lemma [9] yields the conclusion.

0

B.6. Auxiliary Maximal and Random Matrix Inequalities. We repeatedly use the
following matrix LLN.

Lemma 11 (Matrix LLN). Let Q1,...,Qn be i.i.d. symmetric non-negative matrices such
that Q = EQ; and ||Q;]| < M, then for Q = E,Q;

\/M(l + Q) log k
- :

E|Q-Ql 5

In particular, if Q; = pipl, with ||p;|| < &, then

BIO - 0| < \/fiﬂ + QI logk

n
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Proof. This is a variant of a result from Rudelson (1999). By the symmetrization lemma,

A=F H@ . QH < 9EE, || [: Q]|

where ¢; are Rademacher random variables. The Khintchine inequality for matrices, which
was shown by Rudelson (1999) to follow from the results of Lust-Piquard and Pisier (1991),

states that
lo 1 2
B [Ealei@illl < /2 || Eaf02) ]

Since (remember that ||-|| is the operator norm)

B|/(E.1Q2)"| = B[l €)' < MEE.QulI"”,

and
IE.Qill < A+[Q,

Mlogk
A <2\ [ =52 (A +IQIN

2
AS\/41\4||Q||1ogk+(Mlogk) | Mlogk

n n n

one has

Solving for A gives

)

f Mlogk 7, O
n
We also use the following maximal inequality.
Lemma 12. Consider a separable empirical process Gy (f) = n~1/? Yo {f(Z)—-E[f(Z)]},
where Zy, . .., Zy is an underlying independent data sequence on the space (2, G, P), defined

over the function class F, with an envelope function F > 1 such that logmax;<y ||F||] Sp
logn and

which implies the result stated in the lemma i

log N <g IFlp, o, F, Lg(pn)) < umlog(k/e), 0 <e< 1,

with some constants 0 < logk < logn, m potentially depending on n, and 1 < v < 1. For
any 0 € (0,1), there is a constant Ky large enough, such that for n sufficiently large

P{Sup\Gn(f)lSK&\/mlognmaX{ sup 1720z sup|fle, 2 }}21—&
feF i<n,feEF feF

Proof. This is a restatement of Lemma 19 from Belloni and Chernozhukov (2009b). O
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APPENDIX C. ADDITIONAL RESULTS FOR THE EMPIRICAL APPLICATION

Ficure C.1. Quantile bounds for singles
1975-1979 1995-1999

log wage gap
log wage gap

Estimated quantile gender wage gap (female — male) conditional on being single with average characteristics.
The solid black line shows the quantile gender wage gap when selection is ignored. The blue and red lines
with upward and downward pointing triangles show upper and lower bounds that account for employment
selection for females. The dashed lines represent a uniform 90% confidence region for the bounds.

Ficure C.2. Quantile bounds for > 16 years of education

1975-1979 1995-1999
5 5
15 OR 1.5 OR
Low —=— Low —=&—
1 High —s— 1 High —=—
Low-CB e Low CB
B CB High€B =
05 — — v /‘/)
S 0F z [pa—
20 5 [I—
g I— —1 5 — e
ES 0.5 =z -05
Z 5 — e 5
1 / -1
15 — 15
2 -2
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Estimated quantile gender wage gap (female — male) conditional on having at least 16 years of education
with average characteristics. The solid black line shows the quantile gender wage gap when selection is
ignored. The blue and red lines with upward and downward pointing triangles show upper and lower bounds
that account for employment selection for females. The dashed lines represent a uniform 90% confidence
region for the bounds.
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Ficure C.3. Quantile bounds for < 12 years of education

1975-1979 1995-1999
- p
1.5 OR T 15
Low —=&—
1 ?/Lv—l:%g-g—vi; 1
_ OW
S HighCB —
05 — 05
g 0 g 0 =
% o e 5 Ny S SR S R I T
£ — R}
1 1
\ =
15 ] 15
2 2
01 02 03 04 05 06 07 08 09 01 02 03 04 05 06 07 08 09
T T

Estimated quantile gender wage gap (female — male) conditional on having 12 or fewer years of education
with average characteristics. The solid black line shows the quantile gender wage gap when selection is
ignored. The blue and red lines with upward and downward pointing triangles show upper and lower bounds
that account for employment selection for females. The dashed lines represent a uniform 90% confidence
region for the bounds.

FiGUuRrE C.4. Quantile bounds for > 16 years of education and single

1975-1979 1995-1999
5 5 T T
15 OR 15 OR
Low —=&— Low —=&—
1 High ~——. . 1 High —=—
Low CB Low CB
High OB High OB,
0.5 0.5
g 0 — g 0y —
ES 0.5 g 05
& ’ 5 ’
1 -1
p—
1.5 -15
2 -2
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
T T

Estimated quantile gender wage gap (female — male) conditional on being single with at least 16 years
of education and average characteristics. The solid black line shows the quantile gender wage gap when
selection is ignored. The blue and red lines with upward and downward pointing triangles show upper and
lower bounds that account for employment selection for females. The dashed lines represent a uniform 90%
confidence region for the bounds.
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Ficure C.5. Quantile bounds for single and > 16 years of education im-
posing stochastic dominance

1975-1979 1995-1999
5 T T 5 T T
1.5 OR 15 OR
Low —&— Low —=&—
1 High —v— - 1 High —v— 4
Low CB Low CB
High CB e High CB -~

0.5 0.5
S 0 £ 0 o -
5 53
% S ——— e L
= -05 =z 05
%0 20
2 =

-1 1

pa—
1.5 -1.5
-2 -2
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
T T

Estimated quantile gender wage (female — male) conditional on average characteristics. The solid black line
shows the quantile gender wage when selection is ignored. The blue and red lines with upward and downward
pointing triangles show upper and lower bounds that account for employment selection for females. The
dashed lines represent a uniform 90% confidence region for the bounds.

Ficure C.6. Quantile bounds for single and > 16 years of education im-
posing the median restriction

1975-1979 1995-1999
1.5 T 15
QR —— ’ QR ——
Low —&— Low —&—
1 High —— 1 High —v—
Low CB Low CB
High CB - High CB -
0.5 05
o 0 P— — = 0¥
5 o
%” L k_,gk—&’*: EC k/,,_Ag_/As———f!—/*
=z -05 = -0.5
20 20
= =2
-1 1
—
1.5 -1.5
2 -2
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
T T

Estimated quantile gender wage (female — male) conditional on average characteristics. The solid black line
shows the quantile gender wage when selection is ignored. The blue and red lines with upward and downward
pointing triangles show upper and lower bounds that account for employment selection for females. The
dashed lines represent a uniform 90% confidence region for the bounds.
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