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Abstract

This paper gives identification and estimation results for marginal effects in nonlinear panel models. We find that linear fixed effects estimators are not consistent, due in part to marginal effects not being identified. We derive bounds for marginal effects and show that they can tighten rapidly as the number of time series observations grows. We also show in numerical calculations that the bounds may be very tight for small numbers of observations, suggesting they may be useful in practice. We give an empirical illustration.
1 Introduction & Motivation

Marginal effects are commonly used in practice to quantify the effect of variables on an outcome of interest. They are known as average treatment effects, average partial effects, and average structural functions in different contexts (e.g., see Wooldridge, 2002, Blundell and Powell, 2003). In panel data marginal effects average over unobserved individual heterogeneity. Chamberlain (1984) gave important results on identification of marginal effects in nonlinear panel data using control functions. Our paper gives identification and estimation results for marginal effects in panel data under strict exogeneity, time stationarity, and discrete regressors.

It is sometimes thought that marginal effects can be estimated using linear models, as shown by Hahn (2001) in an example and Wooldridge (2005) under strong independence conditions. We find that the situation is more complicated. The marginal effect may not be identified. Furthermore, with a binary regressor the linear model uses the wrong weighting in estimation when the number of time periods $T$ exceeds three. We show that correct weighting can be obtained by averaging individual regression coefficients. We also derive bounds for the marginal effect when it is not identified.

We find that these bounds can be wide when no restrictions are placed on the outcome, but tighten substantially for some semiparametric models. In binary choice models with additive heterogeneity we find in numerical results that the bounds can be very tight even when $T$ is small. We also give theorems showing that the bounds tighten quickly as $T$ grows.

These results suggest how the bounds can be used in practice. Although they can be difficult to compute for large $T$, their tightness for small $T$ makes it feasible to compute them for different small time intervals and combine results to improve efficiency. To illustrate their usefulness we provide an empirical illustration based on Chamberlain’s (1984) labor force participation example.

This paper is closely related to Honoré and Tamer (2006) and Chernozhukov, Hahn, and Newey (2004). These papers derived bounds for slope coefficients in autoregressive and static models respectively. Here we focus on marginal effects and give results on the rate of convergence of bounds as $T$ grows. Also, we find that the linear programming algorithm proposed by Honoré and Tamer (2006) needs to be replaced in practice by some other method, and here propose using quadratic minimum distance. We give empirical results.

Browning and Carro (2007) give results on marginal effects in autoregressive panel models. They find that more than additive heterogeneity is needed to describe some interesting application. They also find that marginal effects are not generally identified in dynamic models. Graham and Powell (2008) consider identification with continuous regressors.

Hahn and Newey (2004) gave theoretical and simulation results showing that fixed effects es-
timators of marginal effects in nonlinear models may have little bias, as suggested by Wooldridge (2002). Fernández-Val (2008) found that averaging fixed effects estimates of individual marginal effects has bias that shrinks faster as $T$ grows than does the bias of slope coefficients. We show that, with small $T$, fixed effects consistently estimates an identified component of the marginal effects. We also give numerical results showing that the bias of fixed effects estimators of the marginal effect is very small in a range of examples.

The bounds approach we take is different from the bias correction methods of Hahn and Kuersteiner (2002), Alvarez and Arellano (2003), Woutersen (2002), Hahn and Newey (2004), Hahn and Kuersteiner (2007), and Fernández-Val (2008). The bias corrections are based on large $T$ approximations. The bounds approach takes explicit account of possible nonidentification for fixed $T$. Inference accuracy of bias corrections will depend on $T$ being the right size relative to the number of cross-section observations $n$, while inference for bounds does not.

In Section 2 we give a general nonparametric conditional mean model with correlated unobserved individual effects and analyze the properties of linear estimators. Section 3 gives bounds for marginal effects in these models and results on the rate of convergence of these bounds as $T$ grows. Section 4 gives similar results, with tighter bounds, in a binary choice model with a location shift individual effect. Section 5 gives results and numerical examples on calculation of population bounds. Section 6 discusses estimation and Section 7 inference. Section 8 gives an empirical example.

2 A Conditional Mean Model and Linear Estimators

The data consist of $n$ observations of time series $Y_i = (Y_{i1}, ..., Y_{iT})'$ and $X_i = [X_{i1}, ..., X_{iT}]'$, for a dependent variable $Y_{it}$ and a vector of regressors $X_{it}$. We will assume throughout that $(Y_i, X_i)$, $(i = 1, ..., n)$, are independent and identically distributed observations. A case we consider in some depth is binary choice panel data where $Y_{it} \in \{0, 1\}$. For simplicity we also give some results for binary $X_{it}$, where $X_{it} \in \{0, 1\}$.

A general model we consider is a nonseparable conditional mean model as in Wooldridge (2005). Here there is an unobserved individual effect $\alpha_i$ and a function $m(x, \alpha)$ such that

$$E[Y_{it}|X_i, \alpha_i] = m(X_{it}, \alpha_i), (t = 1, ..., T).$$

(1)

The individual effect $\alpha_i$ may be a vector of any dimension. For example, $\alpha_i$ could include individual slope coefficients in a binary choice model, where $Y_{it} \in \{0, 1\}$, $F(\cdot)$ is a CDF, and

$$\Pr(Y_{it} = 1|X_i, \alpha_i) = E[Y_{it}|X_i, \alpha_i] = F(X_{it}' \alpha_2 + \alpha_{i1}).$$

Such models have been considered by Browning and Carro (2007) in a dynamic setting. More familiar models with scalar $\alpha_i$ are also included. For example, the binary choice model with an
individual location effect has

$$\Pr(Y_{it} = 1|X_i, \alpha_i) = E[Y_{it}|X_i, \alpha_i] = F(X_{it}' \beta^* + \alpha_i).$$

This model has been studied by Chamberlain (1980, 1984, 1992), Hahn and Newey (2004), and others. The familiar linear model

$$E[Y_{it}|X_i, \alpha_i] = X_{it}' \beta^* + \alpha_i$$

is also included as a special case of the general conditional mean model.

The two critical assumptions made in equation (1) are that $X_i$ is strictly exogenous conditional on $\alpha$ and that $m(x, \alpha)$ does not vary with time. These conditions lead to identification from differences across time. Without time stationarity, identification becomes more difficult.

Our primary object of interest is the marginal effect given by

$$\mu_0 = \frac{\int [m(\bar{x}, \alpha) - m(\tilde{x}, \alpha)]Q^*(d\alpha)}{D},$$

where $\tilde{x}$ and $\bar{x}$ are two possible values for the $X_{it}$ vector, $Q^*$ denotes the marginal distribution of $\alpha$, and $D$ is the distance, or number of units, corresponding to $\tilde{x} - \bar{x}$. This object gives the average, over the marginal distribution, of the per unit effect of changing $x$ from $\bar{x}$ to $\tilde{x}$. It is the average treatment effect in the treatment effects literature. For example, suppose $\bar{x} = (\bar{x}_1, x_2')'$ where $\bar{x}_1$ is a scalar, and $\tilde{x} = (\tilde{x}_1, x_2')'$. Then $D = \tilde{x}_1 - \bar{x}_1$ would be an appropriate distance measure and

$$\mu_0 = \frac{\int [m(\tilde{x}_1, x_2, \alpha) - m(\bar{x}_1, x_2, \alpha)]Q^*(d\alpha)}{\tilde{x}_1 - \bar{x}_1},$$

would be the per unit effect of changing the first component of $X_{it}$. Here one could also consider averages of the marginal effects over different values of $x_2$.

For example, consider an individual location effect for binary $Y_{it}$ where $m(x, \alpha) = F(x' \beta_0 + \alpha)$. Here the marginal effect will be

$$\mu_0 = D^{-1} \int [F(\tilde{x}' \beta^* + \alpha) - F(\bar{x}' \beta^* + \alpha)]Q^*(d\alpha).$$

The restrictions this binary choice model places on the conditional distribution of $Y_{it}$ given $X_i$ and $\alpha_i$ will be useful for bounding marginal effects, as further discussed below.

In this paper we focus on the discrete case where the support of $X_i$ is a finite set. Thus, the events $X_{it} = \tilde{x}$ and $X_{it} = \bar{x}$ have positive probability and no smoothing is required. It would also be interesting to consider continuous $X_{it}$.

Linear fixed effect estimators are used in applied research to estimate marginal effects. For example, the linear probability model with fixed effects has been applied when $Y_{it}$ is binary. Unfortunately, this estimator is not generally consistent for the marginal effect. There are two reasons for this. The first is the marginal effect is generally not identified, as further explained below. Second, the fixed effects estimator uses incorrect weighting.
To explain, we compare the limit of linear fixed effects estimators with the marginal effect \( \mu_0 \). Suppose that \( X_i \) has finite support \( \{X^1, ..., X^K\} \) and let \( Q_k^∗(\alpha) \) denote the CDF of the distribution of \( \alpha \) conditional on \( X_i = X^k \). Define

\[
\mu_k = \int [m(\bar{x}, \alpha) - m(\tilde{x}, \alpha)]Q_k^∗(d\alpha)/D, \quad \mathcal{P}_k = \Pr(X_i = X^k).
\]

This \( \mu_k \) is the marginal effect conditional on the entire time series \( X_i = [X_{i1}, ..., X_{iT}]' \) being equal to \( X^k \). By iterated expectations,

\[
\mu_0 = \sum_{k=1}^{K} \mathcal{P}_k \mu_k. \tag{2}
\]

We will compare this formula with the limit of linear fixed effects estimators.

An implication of the conditional mean model that is crucial for identification is

\[
E[Y_{it}|X_i = X^k] = \int m(X^k_t, \alpha)Q_k^∗(d\alpha). \tag{3}
\]

This equation allows us to identify some of the \( \mu_k \) from differences across time periods of identified conditional expectations.

To simplify the analysis of linear fixed effect estimators we focus on binary \( X_{it} \in \{0, 1\} \).

Consider \( \hat{\beta}_w \) from least squares on

\[
Y_{it} = X_{it}\beta + \gamma_i + v_{it}, (t = 1, ..., T; i = 1, ..., n),
\]

where each \( \gamma_i \) is estimated. This is the usual within estimator, where for \( \bar{X}_i = \sum_{t=1}^{T} X_{it}/T \),

\[
\hat{\beta}_w = \frac{\sum_{i,t}(X_{it} - \bar{X}_i)Y_{it}}{\sum_{i,t}(X_{it} - \bar{X}_i)^2}.
\]

Here the estimator of the marginal effect is just \( \hat{\beta}_w \). To describe its limit, let \( r^k = \#\{t : X^k_t = 1\}/T \) be the proportion of component of \( X^k \) that are equal to one and \( \sigma_k^2 = r^k(1 - r^k) \) be the variance of a binomial with probability \( r^k \).

**Theorem 1:** If equation (1) is satisfied, \((X_i, Y_i)\) has finite second moments, and \( \sum_{k=1}^{K} \mathcal{P}_k \sigma_k^2 > 0 \), then

\[
\hat{\beta}_w \xrightarrow{p} \frac{\sum_{k=1}^{K} \mathcal{P}_k \sigma_k^2 \mu_k}{\sum_{k=1}^{K} \mathcal{P}_k \sigma_k^2}. \tag{4}
\]

Comparing equations (2) and (4) we see that the linear fixed effects estimator converges to a weighted average of \( \mu_k \), weighted by \( \sigma_k^2 \), rather than the simple average in equation (2). The weights are never completely equal, so that the linear fixed effects estimator is not consistent for the marginal effect unless \( \mu_k \) does not depend on \( k \), i.e., unless the distribution of \( \alpha \) given
$X_i = X^k$ does not vary with $k$ (in its effect on $\mu_k$). This amounts to exogeneity of $\alpha$ as far as the marginal effect goes, which is not very interesting.

One reason for inconsistency of $\hat{\beta}^w$ is that certain $\mu_k$ receive zero weight. For notational purposes let $X^1 = (0, ..., 0)'$ and $X^K = (1, ..., 1)'$ (where we implicitly assume that these are included in the support of $X_i$). Note that $\sigma_1^2 = \sigma_K^2 = 0$ so that $\mu_1$ and $\mu_K$ are not included in the weighted average. The explanation for their absence is that $\mu_1$ and $\mu_K$ are not identified. These are marginal effects conditional on $X_i$ equal a vector of constants, where there are no changes over time to help identify the effect from equation (3).

Another reason for inconsistency of $\hat{\beta}^w$ is that for $T \geq 4$ the weights on $\mu_k$ will be different than the corresponding weights for $\mu_0$. This is because $r^k$ varies for $k \notin \{1, K\}$ except when $T = 2$ or $T = 3$.

This result is different from Hahn (2001), who found that $\hat{\beta}^w$ consistently estimates the marginal effect. The reason he obtained such a result is that he restricted the support of $X_i$ to exclude both $(0, ..., 0)'$ or $(1, ..., 1)'$. Also, he only considered a case with $T = 2$. Thus, neither feature that causes inconsistency of $\hat{\beta}^w$ was present in his example. Thus, as noted by Hahn (2001), the conditions that lead to consistency of the linear fixed effects estimator in his example are quite special.

The inconsistency result is also different from Wooldridge (2005). There it is shown that if $b_i = m(1, \alpha_i) - m(0, \alpha_i)$ is mean independent of $X_{it} - \bar{X}_i$ for each $t$ then linear fixed effects is consistent. The problem is that this independence assumption is very strong when $X_{it}$ is discrete. Note that for $T = 2$, $X_{i2} - \bar{X}_i$ takes on the values 0 when $X_i = (1, 1)$ or $(0, 0)$, $-1/2$ when $X_i = (1, 0)$, and $1/2$ when $X_i = (0, 1)$. Thus mean independence of $b_i$ and $X_{i2} - \bar{X}_i$ actually implies that $\mu_2 = \mu_3$ and that these are equal to the marginal effect conditional on $X_i \in \{X^1, X^4\}$. This is quite close to independence of $b_i$ and $X_i$, which is not very interesting if we want to allow correlation between the regressors and the individual effect.

The result of Theorem 1 is related to Angrist (1998), who found that the probability limits of linear regression estimators are variance weighted average effects in cross sectional models with heterogenous effects. He focuses on estimation of averages of the identified effects. The lack of identification of $\mu_1$ and $\mu_K$ means the marginal effect is actually not identified. Therefore, no consistent estimator of it exists. Nevertheless, it is possible to find informative bounds for $\mu_0$, as we show in the following sections.

We can correct the second reason for inconsistency of $\hat{\beta}^w$ by modifying the estimator. A simple way to do this is to estimate a different slope coefficient for each individual and then average. This estimator is obtained from averaging across individuals the least squares estimates of $\beta_i$ in

$$Y_{it} = X_{it}\beta_i + \gamma_i + \nu_{it}, (t = 1, ..., T; i = 1, ..., n),$$
For $s_{xi}^2 = \sum_{t=1}^{T} (X_{it} - \bar{X}_i)^2$ and $n^* = \sum_{i=1}^{n} 1(s_{xi}^2 > 0)$, this estimator takes the form

$$\hat{\beta} = \frac{1}{n^*} \sum_{i=1}^{n} 1(s_{xi}^2 > 0) \frac{\sum_{t=1}^{T} (X_{it} - \bar{X}_i) Y_{it}}{s_{xi}^2}.$$ 

This is equivalent to running least squares in the model

$$Y_{it} = \beta_k X_{it} + \gamma_k + \nu_{it},$$  

for individuals with $X_i = X^k$, and averaging $\hat{\beta}_k$ over $k$ weighted by the sample frequencies of $X^k$.

**Theorem 2:** If equation (1) is satisfied and $(X_i, Y_i)$ have finite second moments then

$$\hat{\beta} \xrightarrow{p} \mu_I = \sum_{k=2}^{K-1} P^*_k \mu_k,$$  

where $P^*_k = P_k / \sum_{k=2}^{K-1} P_k$.

To see how big the inconsistency can be we consider a numerical example, where $X_{it} \in \{0, 1\}$ is i.i.d across $i$ and $t$, Pr($X_{it} = 1$) = $p_X$, $\eta_{it}$ is i.i.d. $N(0, 1)$, 

$$Y_{it} = 1(X_{it} + \alpha_i + \eta_{it} > 0), \quad \alpha_i = \sqrt{T}(\bar{X}_i - p_X)/p_X(1-p_X).$$

Here we consider the marginal effect for $\tilde{x} = 1$, $\bar{x} = 0$, $D = 1$, given by

$$\mu_0 = \int [\Phi(1 + \alpha) - \Phi(\alpha)]Q(\alpha) d\alpha.$$ 

Table 1 and Figure 1 give numerical values for $\left[\lim(\hat{\beta}_w) - \mu_0\right] / \mu_0$ and $\left[\lim(\hat{\beta}) - \mu_0\right] / \mu_0$ for several values of $T$ and $p_X$.

We find that the biases (inconsistencies) can be large in percentage terms. We also find that biases are largest when $p_X$ is small. In this example, the inconsistency of fixed effects estimators of marginal effects seems to be largest when the regressor values are sparse. Also we find that differences between the limits of $\hat{\beta}$ and $\hat{\beta}_w$ are larger for larger $T$, which is to be expected due to the weights differing more for larger $T$.

The estimator $\hat{\beta}$ of the identified marginal effect $\mu_I$ can easily be extended to any discrete $X_{it}$. To describe the extension, let $\tilde{d}_{it} = 1(X_{it} = \tilde{x}), \bar{d}_{it} = 1(X_{it} = \bar{x}), \bar{r}_i = \sum_{t=1}^{T} \tilde{d}_{it}/T, \bar{r}_i = \sum_{t=1}^{T} \bar{d}_{it}/T$, and $n^* = \sum_{i=1}^{n} 1(\bar{r}_i > 0)1(\tilde{r}_i > 0)$. The estimator is given by

$$\bar{\beta} = \frac{1}{n^*} \sum_{i=1}^{n} 1(\bar{r}_i > 0)1(\tilde{r}_i > 0)\left[\frac{\sum_{t=1}^{T} \tilde{d}_{it} Y_{it}}{T\bar{r}_i} - \frac{\sum_{t=1}^{T} \bar{d}_{it} Y_{it}}{T\bar{r}_i}\right].$$

This estimator is the same as doing individual by individual least squares on a fully saturated model and then averaging the result. It will be identical to the previous $\hat{\beta}$ when $X_{it}$ is binary.
It should be noted that $\hat{\beta}$ is not efficient for $T \geq 3$. The reason is that it is least squares over time, which does not account properly for time series heteroskedasticity or autocorrelation. An efficient estimator could be obtained by a minimum distance procedure, though that is complicated. Also, one would have only few observations to estimate needed weighting matrices, so its properties may not be great in small to medium sized samples. For these reasons we leave construction of an efficient estimator to future work.

To describe the limit of the estimator $\hat{\beta}$ in general, let $\mathcal{K}^* = \{k : \text{there is } \tilde{t} \text{ and } \bar{t} \text{ such that } X^k_i = \tilde{x} \text{ and } X^k_i = \bar{x}\}$. This is the set of possible values for $X_i$ where both $\tilde{x}$ and $\bar{x}$ occur for at least one time period, allowing identification of the marginal effect from differences. For all other values of $k$, either $\tilde{x}$ or $\bar{x}$ will be missing from the observations and the marginal effect will not be identified. In the next Section we will consider bounds for those effects.

**Theorem 3:** If equation (1) is satisfied, $(X_i, Y_i)$ have finite second moments and $\sum_{k \in \mathcal{K}^*} P_k > 0$, then

$$\hat{\beta} \xrightarrow{p} \mu = \sum_{k \in \mathcal{K}^*} P^*_k \mu_k,$$

where $P^*_k = P_k / \sum_{k \in \mathcal{K}^*} P_k$.

### 3 Bounds in the Conditional Mean Model

Although the marginal effect $\mu_0$ is not identified it is straightforward to bound it. Also, as we will show below, these bounds can be quite informative, motivating the analysis that follows.

Some additional notation is useful for describing the results. Let

$$\bar{m}^k_i = E[Y_{it} | X_i = X^k_i] / D$$

be the identified conditional expectations of each time period observation on $Y_{it}$ conditional on the $k^{th}$ support point. Also, let $\Delta(\alpha) = [m(\tilde{x}, \alpha) - m(\bar{x}, \alpha)] / D$. The next result gives identification and bound results for $\mu_k$, which can then be used to obtain bounds for $\mu_0$.

**Lemma 4:** If there is $\tilde{t}$ and $\bar{t}$ such that $X^k_i = \tilde{x}$ and $X^k_i = \bar{x}$ then

$$\mu_k = \bar{m}^k_i - \bar{m}^k_{\tilde{t}}.$$

Suppose that $B_{\ell} \leq m(x, \alpha) / D \leq B_u$. If there is $\tilde{t}$ such that $X^k_i = \tilde{x}$ then

$$\bar{m}^k_i - B_u \leq \mu_k \leq \bar{m}^k_i - B_{\ell}.$$

Also, if there is $\bar{t}$ such that $X^k_i = \bar{x}$ then

$$B_{\ell} - \bar{m}^k_{\bar{t}} \leq \mu_k \leq B_u - \bar{m}^k_{\bar{t}}.$$
Suppose that $\Delta(\alpha)$ has the same sign for all $\alpha$. Then if for some $k$ there is $\bar{t}$ and $\tilde{t}$ such that $X_i^k = \bar{x}$ and $X_i^k = \tilde{x}$, the sign of $\Delta(\alpha)$ is identified. Furthermore, if $\Delta(\alpha)$ is positive then the lower bounds may be replaced by zero and if $\Delta(\alpha)$ is negative then the upper bounds may be replaced by zero.

The bounds on each $\mu_k$ can be combined to obtain bounds for the marginal effect $\mu_0$. Let

$$\bar{K} = \{ k : \text{there is } \bar{t} \text{ such that } X_i^k = \bar{x} \text{ but no } \tilde{t} \text{ such that } X_i^k = \tilde{x} \},$$

$$\tilde{K} = \{ k : \text{there is } \tilde{t} \text{ such that } X_i^k = \tilde{x} \text{ but no } \bar{t} \text{ such that } X_i^k = \bar{x} \}.$$ 

Also, let $P_0 = \text{Pr}(X_i : X_{it} \neq \bar{x} \text{ and } X_{it} \neq \tilde{x} \text{ for every } t)$. The following result is obtained by multiplying the $k^{th}$ bound in Lemma 4 by $P_k$ and summing.

**Theorem 5:** If $B_t \leq m(x, \alpha)/D \leq B_u$ then $\mu_0 \leq \mu_0 \leq \mu_u$ for

$$\begin{align*}
\mu_\ell &= P_0(B_t - B_u) + \sum_{k \in \bar{K}} P_k(m_i^K - B_u) + \sum_{k \in \tilde{K}} P_k(B_t - m_i^K) + \sum_{k \in K_0} P_k \mu_k, \\
\mu_u &= P_0(B_u - B_\ell) + \sum_{k \in \bar{K}} P_k(m_i^K - B_\ell) + \sum_{k \in \tilde{K}} P_k(B_u - m_i^K) + \sum_{k \in K_0} P_k \mu_k.
\end{align*}$$

If $\Delta(\alpha)$ has the same sign for all $\alpha$ and there is some $k^*$ such that $X_i^{K^*} = \bar{x}$ and $X_i^{K^*} = \tilde{x}$, the sign of $\mu_0$ is identified, and if $\mu_0 > 0$ ($< 0$) then $\mu_\ell$ ($\mu_u$) can be replaced by $\sum_{k \in K_0} P_k \mu_k$.

As an example, consider the binary $X$ case where $X_{it} \in \{0, 1\}$, $\bar{x} = 1$, and $\tilde{x} = 0$. Let $X^K$ denote a $T \times 1$ unit vector and $X^1$ be the $T \times 1$ zero vector, assumed to lie in the support of $X_i$. Here the bounds will be

$$\begin{align*}
\mu_\ell &= P_K (m_i^K - B_u) + P_1 (B_t - \bar{m}_i^K) + \sum_{1 < k < K} P_k \mu_k, \\
\mu_u &= P_K (m_i^K - B_\ell) + P_1 (B_u - \bar{m}_i^K) + \sum_{1 < k < K} P_k \mu_k.
\end{align*}$$

(7)

It is interesting to ask how the bounds behave as $T$ grows. If the bounds converge to $\mu_0$ as $T$ goes to infinity then $\mu_0$ is identified for infinite $T$. If the bounds converge rapidly as $T$ grows then one might hope to obtain tight bounds for $T$ not very large. The following result gives a simple condition under which the bounds converge to $\mu_0$ as $T$ grows.

**Theorem 6:** Suppose that $B_t \leq m(x, \alpha)/D \leq B_u$ and $\vec{X}_1 = (X_{i1}, X_{i2}, ...)$ is stationary and, conditional on $\alpha_i$, the support of each $X_{it}$ is the marginal support of $X_{it}$ and $\vec{X}_i$ is ergodic. Then $\mu_\ell \to \mu_0$ and $\mu_u \to \mu_0$ as $T \to \infty$. 
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The rate at which the bounds converge in the general model is a complicated question. Here we will address it in an example and leave general treatment to another setting. The example we consider is that where $X_{it} \in \{0, 1\}$.

**Theorem 7:** If $B_{ℓ} \leq m(x, \alpha)/D \leq B_{u}$ and $X_{i}$ is i.i.d. conditional on $\alpha_{i}$ then for $P(\alpha_{i}) = \Pr(X_{it} = 1|\alpha_{i})$, $$\max\{|\mu_{ℓ} - \mu_{0}|, |\mu_{u} - \mu_{0}|\} \leq (B_{u} - B_{ℓ})E[\{1 - P(\alpha_{i})\}^T + P(\alpha_{i})^T].$$

If there is $\varepsilon > 0$ such that $\varepsilon \leq P(\alpha_{i}) \leq 1 - \varepsilon$ for almost every $\alpha_{i}$, then $$\max\{|\mu_{ℓ} - \mu_{0}|, |\mu_{u} - \mu_{0}|\} \leq (B_{u} - B_{ℓ})2(1 - \varepsilon)^T.$$ If $P(\alpha_{i}) = 1$ or $P(\alpha_{i}) = 0$ with positive probability either $\mu_{ℓ} \not\rightarrow \mu_{0}$ or $\mu_{u} \not\rightarrow \mu_{0}$.

When $P(\alpha_{i})$ is bounded away from zero and one the bounds will converge at an exponential rate. We conjecture that an analogous result could be shown in the general case above. Having $P(\alpha_{i}) = 1$ with positive probability violates a condition of Theorem 6, that the conditional support of $X_{i}$ equals the marginal support. Theorem 7 shows that in this case the bounds may not shrink to the marginal effect.

The bounds may converge, but not exponentially fast, depending on $P(\alpha_{i})$ and the distribution of $\alpha_{i}$. For example, suppose that $X_{it} = 1(\alpha_{i} - \varepsilon_{it} > 0)$, $\alpha_{i} \sim N(0, 1)$, $\varepsilon_{it} \sim N(0, 1)$, with $\varepsilon_{it}$ i.i.d. over $t$ and independent of $\alpha_{i}$. Then $$P_{K} = E[\Phi(\alpha_{i})^T] = \int \Phi(\alpha)^T \phi(\alpha) d\alpha = \frac{\Phi(\alpha)^{T+1}}{T+1} \bigg|_{-\infty}^{+\infty} = \frac{1}{T+1}.$$ In this example the bounds will converge at the slow rate $1/T$. More generally, the convergence rate will depend on the distribution of $P(\alpha_{i})$.

It is interesting to note that the convergence rates we have derived so far depend only on the properties of the joint distribution of $(X_{i}, \alpha_{i})$, and not on the properties of the conditional distribution of $Y_{i}$ given $(X_{i}, \alpha_{i})$. This feature of the problem is consistent with us placing no restrictions on $m(x, \alpha)$. In the next Section we find that the bounds and rates may be improved when the conditional distribution of $Y_{i}$ given $(X_{it}, \alpha_{i})$ is restricted.

# 4 Semiparametric Multinomial Choice

The bounds for marginal effects derived in the previous section did not use any functional form restrictions on the conditional distribution of $Y_{i}$ given $(X_{i}, \alpha)$. If this distribution is restricted one may be able to tighten the bounds. To illustrate we consider a semiparametric multinomial choice
model where the conditional distribution of $Y_i$ given $(X_i, \alpha_i)$ is specified and the conditional distribution of $\alpha_i$ given $X_i$ is unknown.

We assume that the vector $Y_i$ of outcome variables can take $J$ possible values $Y^1, \ldots, Y^J$. As before, we also assume that $X_i$ has a discrete distribution and can take $K$ possible values $X^1, \ldots, X^K$. Suppose that the conditional probability of $Y_i$ given $(X_i, \alpha_i)$ is

$$\Pr(Y_i = Y^j | X_i = X^k, \alpha_i) = \mathcal{L}(Y^j | X^k, \alpha_i, \beta^*)$$

for some finite dimensional $\beta^*$ and some known function $\mathcal{L}(Y | X, \alpha, \beta)$. Let $Q_k$ denote the unknown conditional distribution of $\alpha_i$ given $X_i = X^k$. Let $P_{jk}$ denote the conditional probability of $Y_i = Y^j$ given $X_i = X^k$. We then have

$$P_{jk} = \int \mathcal{L}(Y^j | X^k, \alpha, \beta^*) Q_k^* (d\alpha), (j = 1, \ldots, J; k = 1, \ldots, K),$$

where $P_{jk}$ is identified from the data and the right hand side are the probabilities predicted by the model. This model is semiparametric in having a likelihood $\mathcal{L}(Y^j | X^k, \alpha, \beta)$ that is parametric and conditional distributions $Q_k (\alpha)$ for the individual effect that are completely unspecified. In general the parameters of the model may be set identified, so the previous equation is satisfied by a set of values $B$ that includes $\beta^*$ and a set of distributions for $Q_k$ that includes $Q_k^*$ for $k = 1, \ldots, K$. We discuss identification of model parameters more in detail in the next Section. Here we will focus on bounds for the marginal effect when this model holds.

For example consider a binary choice model where $Y_{it} \in \{0, 1\}$, $Y_{i1}, \ldots, Y_{iT}$ are independent conditional on $(X_i, \alpha_i)$, and

$$\Pr(Y_{it} = 1 | X_i, \alpha_i, \beta^*) = F(X'_{it} \beta^* + \alpha_i)$$

for a known CDF $F(\cdot)$. Then each $Y^j$ consists of a $T \times 1$ vector of zeros and ones, so with $J = 2^T$ possible values. Also,

$$\mathcal{L}(Y | X, \alpha, \beta) = \prod_{t=1}^{T} F(X'_{it} \beta + \alpha)^{Y_t} [1 - F(X'_{it} \beta + \alpha)]^{1 - Y_t}.$$

The observed conditional probabilities then satisfy

$$P_{jk} = \int \left\{ \prod_{t=1}^{T} F(X'_{it} \beta^* + \alpha)^{Y^j_t} [1 - F(X'_{it} \beta^* + \alpha)]^{1 - Y^j_t} \right\} Q_k^* (d\alpha), (j = 1, \ldots, 2^T; k = 1, \ldots, K).$$

As discussed above, for the binary choice model the marginal effect of a change in $X_{it}$ from $\bar{x}$ to $\tilde{x}$, conditional on $X_i = X^k$, is

$$\mu_k = D^{-1} \int [F (\tilde{x} | \beta^* + \alpha) - F (\bar{x} | \beta^* + \alpha)] Q_k^* (d\alpha),$$

(8)
for a distance \( D \). This marginal effect is generally not identified. Bounds can be constructed using the results of Section 3 with \( B_\ell = 0 \) and \( B_u = 1 \), since \( m(x, \alpha) = F(\tilde{x}'\beta^* + \alpha) \in [0, 1] \). Moreover, in this model the sign of \( \Delta(\alpha) = D^{-1}[F(\tilde{x}'\beta^* + \alpha) - F(\bar{x}'\beta^* + \alpha)] \) does not change with \( \alpha_i \), so we can apply the result in Lemma 4 to reduce the size of the bounds. These bounds, however, are not tight because they do not fully exploit the structure of the model. Sharper bounds are given by

\[
\mu_k = \min_{\beta \in B, Q_k} D^{-1} \int [F(\tilde{x}'\beta + \alpha) - F(\bar{x}'\beta + \alpha)]Q_k (d\alpha) \\
\text{s.t. } P_{jk} = \int \mathcal{L}(Y^j|X^k, \alpha, \beta)Q_k (d\alpha) \quad \forall j,
\]

and

\[
\bar{\mu}_k = \max_{\beta \in B, Q_k} D^{-1} \int [F(\tilde{x}'\beta + \alpha) - F(\bar{x}'\beta + \alpha)]Q_k (d\alpha) \\
\text{s.t. } P_{jk} = \int \mathcal{L}(Y^j|X^k, \alpha, \beta)Q_k (d\alpha) \quad \forall j.
\]

In the next Sections we will discuss how these bounds can be computed and estimated. Here we will consider how fast the bounds shrink as \( T \) grows.

First, note that since this model is a special case of (more restricted than) the conditional mean model, the bounds here will be sharper than bounds previously given. Therefore, the bounds here will converge at least as fast as the previous bounds. Imposing the structure here does improve convergence rates. In some cases one can obtain fast rates without any restrictions on the joint distribution of \( X_i \) and \( \alpha_i \).

We will consider carefully the logit model and leave other models to future work. The logit model is simpler than others because \( \beta^* \) is point identified. In other cases one would need to account for the bounds for \( \beta^* \). To keep the notation simple we focus on the binary \( X \) case, \( X_{it} \in \{0, 1\} \), where \( \tilde{x} = 1 \) and \( \bar{x} = 0 \). We find that the bounds shrink at rate \( T^{-r} \) for any finite \( r \), without any restriction on the joint distribution of \( X_i \) and \( \alpha_i \).

**Theorem 8:** For \( k = 1 \) or \( k = K \) and for any \( r > 0 \), as \( T \to \infty \),

\[
\bar{\mu}_k - \mu_k = O(T^{-r}).
\]

Fixed effects maximum likelihood estimators (FEMLEs) are a common approach to estimate model parameters and marginal effects in multinomial panel models. Here we compare the probability limit of these estimators to the identified sets for the corresponding parameters. The FEMLE treats the realizations of the individual effects as parameters to be estimated. The corresponding population problem can be expressed as

\[
\hat{\beta} = \arg\max_\beta \sum_{k=1}^K \sum_{j=1}^J P_{jk} \log \mathcal{L}(Y^j|X^k, \alpha_{jk}(\beta), \beta),
\]

where

\[
\alpha_{jk}(\beta) = \arg\max_\alpha \log \mathcal{L}(Y^j|X^k, \alpha, \beta), \forall j, k.
\]
Here, we first concentrate out the support points of the conditional distributions of $\alpha$ and then solve for the parameter $\beta$.

Fixed effects estimation therefore imposes that the estimate of $Q_k$ has no more than $J$ points of support. The distributions implicitly estimated by FE take the form

$$\tilde{Q}_{k\beta}(\alpha) = \begin{cases} P_{jk}, & \text{for } \alpha = \alpha_{jk}(\beta); \\ 0, & \text{otherwise.} \end{cases}$$  \hspace{1cm} (13)$$

The following example illustrates this point using a simple two period model.

**Example 1** Consider a two-period binary choice model with binary regressor and symmetric CDF, i.e., $F(-x) = 1 - F(x)$. In this case the estimand of the fixed effects estimators are

$$\alpha_{jk}(\beta) = \begin{cases} -\infty, & \text{if } Y^j = (0,0); \\ -\beta(X^k_1 + X^k_2)/2, & \text{if } Y^j = (1,0) \text{ or } Y^j = (0,1); \\ \infty, & \text{if } Y^j = (1,1), \end{cases}$$  \hspace{1cm} (14)$$

and the corresponding distribution for $\alpha$ has the form

$$\tilde{Q}_{k\beta}(\alpha) = \begin{cases} \Pr\{Y = (0,0)|X^k\}, & \text{if } \alpha = -\infty; \\ \Pr\{Y = (1,0)|X^k\} + \Pr\{Y = (0,1)|X^k\}, & \text{if } \alpha = -\beta(X^k_1 + X^k_2)/2; \\ \Pr\{Y = (1,1)|X^k\}, & \text{if } \alpha = \infty. \end{cases}$$  \hspace{1cm} (15)$$

This formulation of the problem is convenient to analyze the properties of the fixed effects estimators of marginal effects. Thus, for example, the fixed effects estimator of the marginal effect $\mu_k$ takes the form:

$$\tilde{\mu}_k(\tilde{\beta}) = D^{-1} \int [F(\tilde{x}'\tilde{\beta} + \alpha) - F(\tilde{x}'\beta + \alpha)] \tilde{Q}_{k\beta}(\alpha).$$  \hspace{1cm} (16)$$

This estimator is consistent for identified effects when $X$ is binary for any symmetric CDF. This result is shown here analytically for the two-period case and through numerical examples for $T \geq 3$.

**Theorem 9:** If $k \notin \{1, K\}$ and $F(-x) = 1 - F(x)$, then $\tilde{\mu}_k(\tilde{\beta}) \xrightarrow{p} \mu_k$.

For not identified effects the fixed effects estimators are usually biased toward zero. To see this consider a logit model with binary regressor, $X^k = (0,0)$, $\bar{x} = 0$ and $\tilde{x} = 1$. Using that $\tilde{\beta} = 2\beta^*$ (Andersen, 1973) and $F'(x) = F(x)(1 - F(x)) \leq 1/4$, we have

$$\left| \tilde{\mu}_k(\tilde{\beta}) \right| = \left| F(\tilde{\beta}) - F(0) \right| \left| P(Y = (1,0)|X^k) + P(Y = (0,1)|X^k) \right| \\
\leq \left| \tilde{\beta}/2 \right| \int F(\alpha)(1 - \alpha)Q_k(d\alpha) \approx \left| \beta^* F'(\tilde{x}\beta^* + \alpha)|X = X^k| \right| = |\mu_k|.$$ 

This conjecture is further explored numerically in the next section.
5 Calculating Population Bounds

We will begin our discussion of calculating bounds by considering bounds for the parameter $\beta$. Letting $Q \equiv (Q_1, \ldots, Q_K)$, we can write the individual log likelihood compactly as $L(Y_i, X_i; \beta, Q)$. Due to the usual argument based on Jensen’s inequality, we can see that $(\beta^*, Q^*)$ is such that

$$E[L(Y_i, X_i; \beta, Q)] \leq E[L(Y_i, X_i; \beta^*, Q^*)]$$

for every $(\beta, Q)$. This implies that

$$\sup_Q E[L(Y_i, X_i; \beta, Q)] \leq \sup_Q E[L(Y_i, X_i; \beta^*, Q)]$$

for every $\beta$. Therefore, if we define $B$ to be the set of $\beta$’s that maximizes $\sup_Q E[L(Y_1, Y_2; \beta, Q)]$, i.e.,

$$B = \left\{ \beta : \sup_Q E[L(Y_i, X_i; \beta, Q)] \geq \sup_Q E[L(Y_i, X_i; \beta', Q)] \right\}.$$

We can easily see that $\beta^* \in B$. In other words, $\beta^*$ is set identified by the set $B$.

It follows from results of Lindsay (1995) that one need only search over discrete distributions for $Q$ to find $B$. Note that

**Lemma 10:** If the support $C$ of $\alpha_i$ is compact and $L(Y^j|X^k, \alpha, \beta)$ is continuous in $\alpha$ for each $\beta$, $j$, and $k$, then, for each $\beta \in B$ and $k$, a solution to

$$\hat{Q}_{k\beta} = \arg \max_{Q_k} E[\ln \int L(Y^j|X^k, \alpha, \beta) Q_k(d\alpha) | X_i = X^k]$$

exists that is a discrete distribution with at most $J$ points of support, and $\int L(Y^j|X^k, \alpha, \beta) \hat{Q}_{k\beta}(d\alpha) = P_{jk}, \forall j, k$.

It is also true that bounds for the marginal effect can be found by searching over discrete distributions. We will focus on the upper bound $\mu_{k}^*$; an analogous result holds for the lower bound $\mu_{k}^*$.

**Lemma 11:** If the support $C$ of $\alpha_i$ is compact and $L(Y^j|X^k, \alpha, \beta)$ is continuous in $\alpha$ for each $\beta$, $j$, and $k$, then, for each $\beta \in B$ and $k$, a solution to

$$\hat{Q}_{k\beta} = \arg \max_{Q_h} D^{-1} \int [L(x|\beta + \alpha) - L(x'|\beta + \alpha)]Q_k(d\alpha) \ s.t. \ \int L(Y^j|X^k, \alpha, \beta) Q_k(d\alpha) = P_{jk}$$

can be obtained from a discrete distribution with at most $J$ points of support.

We carry out some numerical calculations to illustrate and complement the previous analytical results. We use the following binary choice model

$$Y_{it} = 1\{X_{it}\beta + \alpha_i + \varepsilon_{it} \geq 0\}, \quad (17)$$
with \( \varepsilon_{it} \) i.i.d. normal or logistic with zero mean and unit variance. The explanatory variable \( X_{it} \) is binary, independent across time periods with \( p_X = \Pr \{ X_{it} = 1 \} = 0.5 \). The unobserved individual effects \( \alpha_i \) is correlated with the explanatory variable for each individual. In particular, we generate these effects as a mixture of a random component and the standardized individual sample mean of the regressor. The random part is independent of the regressors and follows a discretized standard normal distribution, as in Honoré and Tamer (2006). Thus, we have

\[
\alpha_i = \alpha_{1i} + \alpha_{2i},
\]

where

\[ \Pr \{ \alpha_{1i} = a_m \} = \begin{cases} 
\Phi \left( \frac{a_{m+1} + a_m}{2} \right), & \text{for } a_m = -3.0; \\
\Phi \left( \frac{a_{m+1} + a_m}{2} \right) - \Phi \left( \frac{a_{m+1} - a_m}{2} \right), & \text{for } a_m = -2.8, -2.6, \ldots, 2.8; \\
1 - \Phi \left( \frac{a_{m+1} - a_m}{2} \right), & \text{for } a_m = 3.0.
\end{cases} \]

and \( \alpha_{2i} = \sqrt{T} (\bar{X} - p_X) / \sqrt{p_X(1 - p_X)} \).

Identified sets for parameters and marginal effects are calculated for panels with 2, 3, and 4 periods based on the general conditional expectation model and semiparametric logit and probit models. For logit and probit models the sets are obtained using the linear programming algorithm of Honoré and Tamer (2006) for discrete regressors. Thus, for the parameter we have that \( B = \{ \beta : L(\beta) = 0 \} \),

\[
L(\beta) = \min_{w_k, v_{jk}, \pi_{km}} \sum_{k=1}^{K} w_k + \sum_{j=1}^{J} \sum_{k=1}^{K} v_{jk}
\]

\[
v_{jk} + \sum_{m=1}^{M} \pi_{km} \mathcal{L}(Y^j | X^k, \alpha_m, \beta) = p_{jk} \quad \forall j, k,
\]

\[
w_k + \sum_{m=1}^{M} \pi_{km} = 1 \quad \forall k,
\]

\[
v_{jk} \geq 0, w_k \geq 0, \pi_{km} \geq 0 \quad \forall j, k, m.
\]

For marginal effects, we solve

\[
\frac{\mu_k}{\mu_{\bar{k}}} = \max / \min_{\pi_{km}, \beta \in B} \sum_{m=1}^{M} \pi_{km} \left[ F(\beta + \alpha_m) - F(\alpha_m) \right]
\]

\[
\sum_{m=1}^{M} \pi_{km} \mathcal{L}(Y^j | X^k, \alpha_m, \beta) = p_{jk} \quad \forall j,
\]

\[
\sum_{m=1}^{M} \pi_{km} = 1, \pi_{km} \geq 0 \quad \forall j, m.
\]

The identified sets are also compared to the probability limits of linear and nonlinear fixed effects estimators.

---

1In calculating the identified sets, we search over a wide grid of support points for the mixing distribution that contains the points of support of \( \alpha_i \). In many cases the estimate of mixing distribution has points of support outside the range of true points of support of the true distribution.
Figure 2 shows identified sets for the index coefficient $\beta$ in the logit model. The figures agree with the well-known result that the model parameter is point identified when $T \geq 2$, e.g., Andersen (1973). The fixed effect estimator is inconsistent and has a probability limit that is biased away from zero. For example, for $T = 2$ it coincides with the value $2\beta^*$ obtained by Andersen (1973). For $T > 2$, the proportionality $\tilde{\beta} = c\beta_0$ for some constant $c$ breaks down.

Identified sets for marginal effects are plotted in Figures 3 - 7, together with the probability limits of fixed effects maximum likelihood estimators (Figures 4 - 6) and linear probability model estimators (Figure 7). Figure 3 shows identified sets based on the general conditional mean model. The bounds of these sets are obtained using the general bounds (G-bound) for binary regressors in (7), and imposing the monotonicity restriction $\Delta(\alpha) > 0$ in Lemma 4 (GM-bound). In this example the monotonicity restriction has important identification content in reducing the size of the bounds.

Figures 4 - 6 show that marginal effects are point identified for individuals with switches in the value of the regressor, and fixed effects estimators are consistent for these effects. This numerical finding suggests that the consistency result for fixed effects estimators extends to more than two periods. Marginal effects for individuals without switches in the regressor are not point identified, unless $\beta^* = 0$, which also precludes point identification of the average effects. Fixed effects estimators are biased toward zero for the unidentified effects, and have probability limits that usually lie outside of the identified set. However, both the size of the identified sets and the asymptotic biases of the fixed effects estimators shrink very fast with the number of time periods. In Figure 7 we see that linear probability model estimators have probability limits that usually fall outside the identified set for the marginal effect.

For the probit, Figure 8 shows that the model parameter is not point identified, but the size of the identified set shrinks very fast with the number of time periods. The identified sets and limits of fixed effects estimators in Figures 9 - 13 are analogous to the results for logit.

6 Estimation

The population problem for the parameter $\beta$ has the convenient linear programming formulation (18) when the regressors are discrete. To estimate $B$, Honoré and Tamer (2006) suggest solving the linear programming problem replacing the conditional probabilities $P_{jk}$ by consistent sample

---

2We consider the version of the linear probability model that allows for individual specific slopes in addition to the fixed effects.
estimates $P_{jk}$. The proposed estimate of the identified set is $B_n = \{ \beta : \hat{L}(\beta) = 0 \}$ where

$$
\hat{L}(\beta) = \min_{w_k, v_{jk}, \pi_{km}} \sum_{k=1}^K w_k + \sum_{j=1}^J \sum_{k=1}^K v_{jk}
$$

$$
v_{jk} + \sum_{m=1}^M \pi_{km} \mathcal{L}\left(Y_j X^k, \alpha_m, \beta\right) = P_{jk}, \quad \forall j, k,
$$

$$
w_k + \sum_{m=1}^M \pi_{km} = 1, \quad \forall k,
$$

$$
v_{jk} \geq 0, w_k \geq 0, \pi_{km} \geq 0, \quad \forall j, k, m.
$$

Here $P_{jk}$ are the observed probabilities in the sample.

There are two important practical difficulties in the implementation of this approach for estimation. First, the solution for $Q$ to the linear programming problem is very sensitive to the presence of empty cells, that is, when $Y_j$ is not observed for some $X^k$. Then $P_{jk} = 0$ and $\hat{Q}_k$ is a degenerate distribution at $-\infty$. This issue is an artifact of the way the restrictions are formulated, which only allows for negative differences between model and true probabilities, together with the properties of the common specifications for the model probabilities, such as logit or probit, which only are zero at $-\infty$. We introduce a variation of a minimum distance procedure proposed by Honoré and Tamer (2006) that is less sensitive to the empty cell problem.

A second important drawback of the linear programming formulation, also shared by the minimum distance procedure, is that the solution for the identified set is generally an empty set because the minimum of the objective function is always positive. The source of this problem is sampling error in the estimated probabilities and model misspecification. This problem can be addressed by choosing $B_n$ as the set of values of $\beta$ for which the minimized objective function $\hat{L}(\beta)$ attains its minimum (instead of zero) up to a cut-off parameter. We apply this solution to the objective function of the minimum distance problem.

The modified minimum distance estimator that we propose is the solution to the following penalized weighted quadratic programming problem:

$$
B_n = \left\{ \beta : \hat{T}(\beta) \leq \min_{\beta \in \mathbb{R}} \hat{T}(\beta) + \epsilon_n \right\},
$$

(19)

where $\epsilon_n \geq 0$ is a cut-off parameter that shrinks to zero as a function of the sample size as in Manski and Tamer (2002); and

$$
\hat{T}(\beta) = \min_{z_{km}} \sum_{j,k} \left[ \omega_{jk} \left( P_{jk} - \sum_{m=1}^M \pi_{km} \mathcal{L}\left(Y_j X^k, \alpha_m, \beta\right) \right)^2 + \lambda_n \sum_{m=1}^M z_{km}^2 \right],
$$

(20)

s.t. $\sum_{m=1}^M \pi_{km} = 1, \pi_{km} \geq 0, \forall j, k.$

This formulation is less sensitive to the empty cell problem because it allows for positive and negative differences between model and observed probabilities. The weights $\omega_{jk}$ are chosen in
To have a chi-square type objective function and to increase the efficiency of the estimator by weighting more the sequences of $X$ with higher sample frequencies. In particular, we set

$$\omega_{jk} = nP_k / \sum_{m=1}^{M} \tilde{\pi}_{km} L(Y_j | X^k, \alpha_m, \beta),$$

where $P_k$ is the observed probability of the sequence $X^k$ in the sample and $(\tilde{\beta}, \{\tilde{\pi}_{km} : k = 1, ..., K; m = 1, ..., M\})$ are preliminary estimates of the parameters. These estimates can be obtained by setting $\omega_{jk} = nP_k$.

The penalty $\lambda_n$ acts choosing a distribution among the set of discrete distributions with support contained in $\{\alpha_1, ..., \alpha_M\}$. This regularization solves the fundamental identification problem for $Q_k$, while keeping the computationally convenient quadratic programming formulation. In general there is an infinite number of solutions for $Q_k$ to the population problem, one of them is a discrete distribution with no more than $J$ support points by Lemma 10. Here, instead of searching for the solution with the minimal support, we search over discrete distributions with support points contained in a large partition of an interval of the real line. By making the partition fine enough we guarantee to cover the solutions to the problem with few support points, without having to find explicitly the location of those points. The penalty favors distributions with large supports. Moreover, by setting $\lambda_n = o(1)$, the penalty does not affect the distribution of the objective function in large samples.

The solution to the penalized minimum distance problem cannot be directly used to obtain estimates for the marginal effects. The restrictions of the linear programs for these effects generally cannot be satisfied for any $\beta \in B_n$ due to sampling variation in the estimated probabilities and/or model misspecification. To make the problem feasible we replace the estimates of the conditional probabilities by the probabilities predicted by the model at the solution to the quadratic problem. These probabilities are consistent if the model is correctly specified, and equal to the probabilities predicted by the model at the solution to the quadratic problem by construction. To simplify the computation it is useful to note that we only need to solve the linear programming problem for the marginal effects that are not identified. For identified effects, we can use sample analogs of the results in Lemma 4 based on the recentered probabilities.

Another way to estimate $B$ is by the the level set of the finite-sample profile likelihood

$$B_n = \left\{ \beta : \sup_Q \frac{1}{n} \sum_{i=1}^{n} L(Y_i, X_i; \beta, Q) \geq \sup_{\beta} \sup_Q \frac{1}{n} \sum_{i=1}^{n} L(Y_i, X_i; \beta, Q) - \epsilon_n \right\},$$

where $\epsilon_n > 0$ is a cut-off parameter that shrinks to zero as a function of the sample size, following Manski and Tamer (2002). Estimators for the bounds of the marginal effects defined above can

---

3Finding the explicit location of the support points is the main computational difficulty in the estimation of distribution of mixtures; see, e.g., Aitkin (1999).
be obtained by solving these problems with $B_n$ in place of $B$.

Following Chernozhukov, Hahn, and Newey (2004) we can show consistency of this estimator under two conditions.

Assumption 1: (i) $\mathcal{L}(Y^j|X^k, \alpha, \beta)$ is continuous in $(\alpha, \beta)$ for all $(j, k)$; (ii) $\beta^* \in \mathbb{B}$ for some compact $\mathbb{B}$; and (iii) $\alpha_i$ has a support contained in a compact set $C$.

The other condition concerns the cut-off parameter.

Assumption 2: If $B$ is a singleton, $B = \{\beta^*\}$, then $\epsilon_n = 0$. Otherwise, $\epsilon_n \propto n^{-1/2}a_n$ for some $a_n \to \infty$ and $n^{-1/2}a_n \to 0$.

We can now give a consistency result

**Theorem 12:** If Assumptions 1 and 2 are satisfied

$$d_H(B_n, B) = o_p(1),$$

where $d_H$ is the Hausdorff distance between sets

$$d_H(B_n, B) = \max \left[ \sup_{b_n \in B_n} \inf_{b \in B} |b_n - b|, \sup_{b \in B} \inf_{b_n \in B_n} |b_n - b| \right]$$

We can obtain a corresponding result for the marginal effect.

**Corollary 13:** Let $\hat{\mu}_k$ and $\hat{\mu}_k$ denote the solutions to the programs (9) and (10) when $B$ is replaced by $B_n$. If Assumptions 1 and 2 are satisfied then

$$\hat{\mu}_k \xrightarrow{p} \mu_k \quad \text{and} \quad \hat{\mu}_k \xrightarrow{p} \mu_k$$

### 7 Inference

Theorem 12 does not provide any practical guidance on the choice of the cut-off level $\epsilon_n$. It is desirable that this choice be tied to inferential statements, which appear to pose special challenges in this setting. In this Section we propose to base inference on the inversion of the objective function of the quadratic program, embedding the previous semi-parametric likelihood in a more general nonparametric family. This approach provides conservative inferences about $\beta$ and marginal effects.

From the proof of Theorem 12, it follows that the model-implied probabilities coincide with the true choice probabilities for any $\beta^* \in B$ and some (generally non-unique) pseudo-true $Q^*$:

$$\mathcal{P}_{jk} = \int \mathcal{L}(Y^j|X^k, \alpha, \beta^*) Q^*_k(da) =: \mathcal{L}_{jk}(\beta^*, Q^*_k), \forall j, k.$$
Let $P_{jk}$ be the empirical probabilities. A chi-square type statistic evaluated at $(\beta, Q)$ takes the form

$$T(\beta, Q) = n \sum_{j,k} P_k \left( \frac{P_{jk} - \mathcal{L}_{jk}(\beta, Q_k)}{\mathcal{L}_{jk}(\beta, Q_k)} \right)^2.$$ 

The quantity of especial interest is the profile statistic:

$$T(\beta) = n \sum_{j,k} P_k \left( \frac{P_{jk} - \mathcal{L}_{jk}(\beta, \hat{Q}_{k\beta})}{\mathcal{L}_{jk}(\beta, \hat{Q}_{k\beta})} \right)^2,$$

where $\hat{Q}_{k\beta}$ is the solution to the quadratic program (20) with the model parameter fixed to $\beta$. Since $\lambda_n \to 0$ as $n \to \infty$, with probability approaching to one $T(\beta) \leq T(\beta, Q)$ and the $\alpha$-quantile of $T(\beta)$ is bounded from above by

$$c_\alpha(\beta) = \inf \{ c : \Pr\{T(\beta, Q) \leq c\} \geq \alpha \}.$$ 

A conservative confidence interval for $\beta^*$ is then given by

$$I_\alpha(\beta^*) = \{ \beta : T(\beta) \leq c_\alpha(\beta) \}.$$ 

The upper bound of the quantile $c_\alpha(\beta)$ is asymptotically pivotal by the classical Pearson’s argument $T(\beta^*, Q^*) \Rightarrow \chi^2(K(J-1))$, hence we have that $c_\alpha(\beta)$ can be consistently estimated by the $\alpha-$ quantile of a $\chi^2(K(J-1))$ variable, denoted as $\hat{c}_\alpha$. An approximate confidence region is then given by

$$\hat{I}_\alpha(\beta^*) = \{ \beta : T(\beta) \leq \hat{c}_\alpha \}.$$ 

The preceding argument established the following result.

**Theorem 14:** If Assumption 1 is satisfied then

$$P\{\beta^* \in \hat{I}_\alpha(\beta^*)\} \to \bar{\alpha} \geq \alpha$$

as $n \to \infty$.

Theorem 14 also leads to a more precise choice of the cut-off level needed to insure consistent estimation in the previous section. One such choice is given by

$$\epsilon_n = \hat{c}_{\alpha_n} - \min_{\beta \in \hat{B}} T(\beta),$$

where the significance level $\alpha_n$ should tend to 1 such that the $\alpha_n$ -th quantile of $\chi^2(K(J-1))$ variable satisfies Assumption 2 as $n \to \infty$ slowly enough. This choice guarantees the estimating set $B_n$ coincides with the desired confidence region of probability level $\alpha_n$. In practice, $\alpha_n$ may be set equal to some conventional value such as .90 or .95.
Confidence regions for marginal effects can be formed as the union of the solutions to the linear programming problem for these effects for the values of the parameter in the confidence interval \( \hat{I}_\alpha (\beta^*) \). Computation can be greatly simplified if the marginal effects are monotone on the value of the parameter. In this case, which includes logit and probit models, the linear programs for the effects need only to be solved for values at the boundary of the confidence region for the parameter. The resulting confidence regions have coverage probability at least \( \alpha \) in large samples by the continuous mapping theorem.

The previous projection method is computationally attractive because it typically involves repeating the two step estimation procedure only a few times, but it shares the problems common to objective function based inference procedures. In particular, the method can be conservative if the degree of over-identification of the model is high. Overidentification here is the difference between the dimension of the parameter and the degrees of freedom of the chi-square distribution (number of free probabilities), what determines the excess of degrees of freedom used above what is needed to test hypotheses about the parameter. More importantly, these procedures are very sensitive to model misspecification since the objective function increases with the difference between the true probabilities and the best approximating model probabilities. If the degree of misspecification is high enough the procedure can actually produce empty confidence regions.

The reason is that the objective function-based tests are in fact omnibus tests for both model specification and the value of the parameters. The degree of overidentification has therefore two opposite effects on the confidence regions as it increases the size by raising the number of degrees of freedom of the test statistics, but also makes model misspecification more acute as the total number of free probabilities to fit becomes larger.

### 7.1 Bootstrap

An alternative to objective function inversion methods to make inference on the identified sets of interest is to use resampling techniques. If the outcome and regressors are discrete, nonparametric bootstrap corresponds to parametric bootstrap on the bivariate multinomial distribution for all the sequences of outcomes and regressors. Thus, we can construct bootstrap confidence regions for the identified sets of the parameters and marginal effects using the following procedure:

1. Draw bootstrap a dataset \( \{X_i^{(r)}, Y_i^{(r)}\}_{i=1}^n \) from the observed bivariate multinomial frequencies \( \{X_i, Y_i\}_{i=1}^n \).

2. Estimate the identified sets for the parameter \( B_n^{(r)} \) and the corresponding marginal effects \( [\hat{\mu}_k^{(r)}, \hat{\mu}_k^{(r)}] \) by solving the nonparametric MLE quadratic and linear programming problems.
3. Repeat the procedure \( R \) times.

4. Construct the \( \alpha \)-level confidence regions as the smallest sets that fully contain a proportion \( \alpha \) of the estimated regions for the parameters \( \{ B_{n(r)} \}_{r=1}^{R} \) and marginal effects \( \{ \hat{\mu}_{k(r)}^{(r)} \}, \hat{\mu}_{k(r)} \}_{r=1}^{R} \).

This nonparametric bootstrap procedure is less sensitive to model misspecification since it does not impose the conditional model on the bootstrap data generating process (DGP). The confidence regions can therefore be interpreted as confidence regions for the best approximating model to the DGP. However, an important issue here is to show the consistency of bootstrap for the distribution of the estimators. The estimators of the model parameters and marginal effect are non regular and it is not clear if their distributions vary with perturbations of the DGP in a continuous way. We are not aware of any result on bootstrap validity for this problem or the related problem of estimation of finite mixture models.\(^4\)

### 7.2 Perturbed Bootstrap

Dufour (2006) develops simulation methods to conduct inference in non regular cases where the estimators of the parameters of interest might have asymptotic distributions that depend on nuisance parameters in a discontinuous way, or even when they do not converge in distribution, see also Romano and Wolf (2000). These methods do not rely on point identification of the parameter of interest and can therefore be applied to set-identified models, see, e.g., Rytchkov (2006). The idea of this approach is to generate a class of distributions that covers the true DGP with probability one, and find the least favorable distribution for the estimators of interest within this class. The quantiles of this distribution can be used to construct confidence regions for the identified sets. We implement this method by a variation of the bootstrap described below that we denominate as perturbed bootstrap (Chernozhukov, 2007).

To describe how this method works, consider the general problem of making inference on a parameter \( \theta \) based on a sample statistic \( T_n \) with distribution \( G_n(t, F) \) under the DGP \( F \in \mathcal{F} \). The set \( \mathcal{F} \) is a class of distribution functions restricted to have compact support. The goal is to estimate the distribution of the statistic under the true \( F_0 \), i.e., to find \( G_n(t, F_0) \). The method proceeds by constructing a confidence region \( CR_{1-\gamma_n}(F_0) \) that contains the true DGP \( F_0 \) with probability approaching to one, i.e., \( \gamma_n \to 0 \), and such that, as \( n \to \infty \),

\[
d(CR_{1-\gamma_n}(F_0), F_0) := \inf_{F \in CR_{1-\gamma_n}(F_0)} d_K(F, F_0) \xrightarrow{p} 0,
\]

\(^4\)Feng and McCulloch (1996) conjecture the validity of bootstrap for the distribution of the likelihood ratio test for the number of components of the mixture distribution and provide some numerical evidence. See also the monograph on finite mixture models by McLachlan and Peel (2000).
where \( d_K \) is the sup (Kolmogorov) distance defined by \( d_K(F, G) := \sup_t |F(t) - G(t)|. \) The least favorable distributions for \( G_n(t, F_0) \) are given by

\[
G_n(t, F_0)/\bar{G}_n(t, F_0) = \inf / \sup_{F \in \mathcal{C} \mathcal{R}_n(F_0)} G_n(t, F).
\]

Romano and Wolf (2000) show that the \((\alpha - \gamma_n)/2\) quantile of \( \bar{G}_n(t, F_0) \) and the \(1 - (\alpha - \gamma_n)/2\) quantile of \( G_n(t, F_0) \) can be used to form valid confidence regions of level \( 1 - \alpha \). Moreover, if the test statistic is efficient for the parameter, then these confidence regions are as efficient asymptotically as the confidence regions that use the true sampling distribution \( G_n(t, F_0) \) provided that \( d_K(G_n(t, F_0), G_n(t, F_0)) \overset{p}{\to} 0 \) and \( d_K(\bar{G}_n(t, F_0), G_n(t, F_0)) \overset{p}{\to} 0 \).

For panel data models with discrete outcomes and regressors, this inference approach can be implemented using this procedure (perturbed bootstrap):

1. Draw a potential DGP from the observed bivariate multinomial obtained from \( \{X_i, Y_i\}_{i=1}^n \).

2. Test that the observed sample is consistent with the potential DGP with high probability. This step can be carried out by checking that the observed dataset passes a chi-square test with small level \( \gamma_n \) (e.g., set \( \gamma_n = .01 \)). Note that since we are not imposing the conditional model the chi-square distribution has \( JK - 1 \) degrees of freedom under the hypothesis that the observed distribution comes from the potential DGP.

3. Repeat steps 1 and 2 until a DGP, \( DGP_p \), passes the test.

4. Estimate the distribution of the estimator by nonparametric bootstrap from \( DGP_p \) (see the previous subsection for details on implementation).

5. Repeat the steps (1) to (4) for \( p = 1, ..., P \).

6. Obtain

\[
\hat{G}(t, F_0)/\bar{G}(t, F_0) = \min / \max\{\hat{G}(t, DGP_1), ..., \hat{G}(t, DGP_P)\}.
\]

7. Construct a \( 1 - \alpha \) confidence region for the parameter of interest as

\[
CR_\alpha(\theta) = \{\hat{\theta}, \overline{\theta}\}
\]

where \( \hat{\theta} \) is the \((\alpha - \gamma_n)/2\) quantile of \( \hat{G}(t, F_0) \) and \( \overline{\theta} \) is the \(1 - (\alpha - \gamma_n)/2\) quantile of \( \bar{G}(t, F_0) \).
8 Empirical Example

We now turn to an empirical application of our methods to a binary choice panel model of female labor force participation. It is based on a sample of married women in the National Longitudinal Survey of Youth 1979 (NLSY79). We focus on the relationship between participation and the presence of young children in the years 1990, 1992, 1994, and 1996. The NLSY79 data set is convenient to apply our methods because it provides a relatively homogenous sample of women between 25 and 33 year-old in 1990, what reduces the extent of other potential confounding factors that may affect the participation decision, such as the age profile, and that are difficult to incorporate in our methods. Other studies that estimate similar models of participation in panel data include Heckman and MaCurdy (1980), Heckman and MaCurdy (1982), Chamberlain (1984), Hyslop (1999), Chay and Hyslop (2000), Carrasco (2001), Carro (2007), and Fernández-Val (2008).

The sample consists of 1,587 married women. Only women continuously married, not students or in the active forces, and with complete information on the relevant variables in the entire sample period are selected from the survey. Descriptive statistics for the sample are shown in Table 2. The labor force participation variable ($LFP$) is an indicator that takes the value one if the woman employment status is “in the labor force” according to the CPS definition, and zero otherwise. The fertility variable ($kids$) indicates whether the woman has any child less than 3 year-old. We focus on very young preschool children as most empirical studies find that their presence have the strongest impact on the mother participation decision. $LFP$ is stable across the years considered, whereas $kids$ initially increases to peak in 1994 and drops sharply in the last year of the sample. The proportion of women that change fertility status grows steadily with the number of time periods of the panel, but there are still 40% of the women in the sample for which the effect of fertility is not identified after 4 periods.

The empirical specification we use is similar to Chamberlain (1984). In particular, we estimate the following equation

$$LFP_{it} = \mathbf{1} \{ \beta \cdot kids_{it} + \alpha_i + \epsilon_{it} \geq 0 \}, \quad (24)$$

where $\alpha_i$ is an individual specific effect. The parameters of interest are the marginal effects of fertility on participation for different groups of individuals including the entire population. These effects are estimated using the general conditional expectation model and semiparametric logit and probit models described in Sections 3 and 4, together with linear and nonlinear fixed effects estimators. Analytical and Jackknife large-$T$ bias corrections are also considered, and conditional fixed effects estimates are reported for the logit model.\(^5\) The estimates from the

\(^5\)The analytical corrections use the estimators of the bias based on expected quantities in Fernández-Val (2008).
general model impose monotonicity of the effects. For the semiparametric estimators, we choose a penalty $\lambda_n = 1/\ln n$ and iterate the quadratic program 3 times, what makes the estimates insensitive to the penalty and the weighting. We search over discrete distributions with 23 support points at $\{-\infty, -4, -3.6, ..., 3.6, 4, \infty\}$ in the quadratic problem, and with 163 support points at $\{-\infty, -8, -7.9, ..., 7.9, 8, \infty\}$ in the linear programming problems. The estimates are based on panels of 2, 3, and 4 time periods, all of them starting in 1990.

Tables 3 to 5 report estimates of the model parameters and marginal effects for 2, 3, and 4 period panels, together with 95% confidence regions obtained using the procedures described in the previous Section. For the general model these regions are constructed using the normal approximation ($N - CI$) and nonparametric bootstrap with 200 repetitions ($B - CI$). For the logit and probit models, the confidence regions are obtained by inversion of the objective function or projection method ($P - CI$), nonparametric bootstrap with 200 repetitions ($B - CI$), and perturbed bootstrap ($PB - CI$) with $\beta_n = .01$, 100 DGP’s, and 200 bootstrap repetitions for each DGP. For the fixed effects estimators, the confidence regions are based on the asymptotic normal approximation. The semiparametric estimates are shown for $\epsilon_n = 0$, which is for the solution that gives the minimum value in the quadratic problem.\footnote{For the logit model the parameter $\beta$ is identified and this choice of $\epsilon_n$ is justified by Theorem 12. For the probit model the reported estimate is only guaranteed to be contained in the identified set with probability approaching to one.}

Overall, we find that the estimates and confidence regions based on the general model are too wide to provide informative evidence about the relationship between participation and fertility for the entire population. The semiparametric estimates seem to offer a good compromise between producing more accurate results without adding too much structure to the model. Thus, these estimates are always inside the confidence regions of the general model and do not suffer of important efficiency losses relative to the more restrictive fixed effects estimates. Another salient feature of the results is that the misspecification problem of the projection method clearly shows up in this application. Thus, this procedure gives empty confidence regions for panels of 3 and 4 periods. Note that in this case, where we only have one parameter and binary outcome and regressor, the degree of over-identification is 11, 55, and 239 for the 2, 3, and 4 period panels, respectively.

\section{Possible Extensions}

Our analysis is yet confined to models with only discrete explanatory variables. It would be interesting to extend the analysis to models with continuous explanatory variables. It may be possible to come up with a sieve-type modification. We expect to obtain a consistent estimator...\footnote{The Jackknife bias correction uses the procedure described in Hahn and Newey (2004).}
of the bound by applying the semiparametric method combined with increasing number of partitions of the support of the explanatory variables, but we do not yet have any proof. Empirical likelihood based methods should work in a straightforward manner if the panel model of interest is characterized by a set of moment restrictions instead of a likelihood. We may be able to improve the finite-sample property of our confidence region by using Bartlett type corrections.

10 Appendix: Proofs

Proof of Theorem 1: By eq. (3),
\[
\sum_{t}(X_{it}^{k} - r^{k})E[Y_{it}|X_{i} = X^{k}] = Tr^{k}(1 - r^{k}) \int m(1, \alpha)Q_{k}^{*}(d\alpha)
\]
\[
+ T(1 - r^{k})(-r^{k}) \int m(0, \alpha)Q_{k}^{*}(d\alpha) = T\sigma_{k}^{2}\mu_{k}.
\]

Note also that \(\bar{X}_{i} = r^{k}\) when \(X_{i} = X^{k}\). Then by the law of large numbers,
\[
\sum_{i,t}(X_{it} - \bar{X}_{i})^{2}/n \xrightarrow{p} E[\sum_{t}(X_{it} - \bar{X}_{i})^{2}] = \sum_{k} P_{k} \sum_{t}(X_{it}^{k} - r^{k})^{2} = \sum_{k} P_{k} T\sigma_{k}^{2},
\]
\[
\sum_{i,t}(X_{it} - \bar{X}_{i})Y_{it}/n \xrightarrow{p} E[\sum_{t}(X_{it} - \bar{X}_{i})Y_{it}] = \sum_{k} P_{k} \sum_{t}(X_{it}^{k} - r^{k})E[Y_{it}|X_{i} = X^{k}]
\]
\[
= \sum_{k} P_{k} T\sigma_{k}^{2}\mu_{k}.
\]

Dividing and applying the continuous mapping theorem gives the result. Q.E.D.

Proof of Theorem 2: Note that \(\sum_{t=1}^{T}(X_{it}^{k} - \bar{X}^{k})^{2} = Tr^{k}(1 - r^{k}) = T\sigma_{k}^{2} > 0\) for all \(2 \leq k \leq K - 1\), so by eq. (25) and the law of large numbers,
\[
\frac{1}{n} \sum_{i=1}^{n} 1(s_{xi}^{2} > 0) \sum_{t=1}^{T}(X_{it} - \bar{X}_{i})Y_{it} \xrightarrow{p} E[\sum_{i=1}^{n} 1(s_{xi}^{2} > 0) \sum_{t=1}^{T}(X_{it} - \bar{X}_{i})Y_{it}]
\]
\[
= E[\sum_{i=1}^{n} 1(s_{xi}^{2} > 0) \sum_{t=1}^{T}(X_{it} - \bar{X}_{i})E[Y_{it}|X_{i}] = \sum_{k=2}^{K-1} P_{k} \sum_{t=1}^{T}(X_{it}^{k} - r^{k})E[Y_{it}|X_{i} = X^{k}]
\]
\[
= \sum_{k=2}^{K-1} P_{k} T\sigma_{k}^{2}\mu_{k} = \sum_{k=2}^{K-1} P_{k}\mu_{k},
\]
\[
\frac{1}{n} \sum_{i=1}^{n} 1(s_{xi}^{2} > 0) \xrightarrow{p} E[\sum_{i=1}^{n} 1(s_{xi}^{2} > 0)] = \sum_{k=2}^{K-1} P_{k}.
\]

Dividing and applying the continuous mapping theorem gives the result. Q.E.D.

Proof of Theorem 3: The set of \(X_{i}\) where \(\tilde{r}_{i} > 0\) and \(\bar{r}_{i} > 0\) coincides with the set for which \(X_{i} = X^{k}\) for \(k \in K^{*}\). On this set it will be the case that \(\tilde{r}_{i}\) and \(\bar{r}_{i}\) are bounded away from zero.
Note also that for \( \tilde{t} \) such that \( X_i^k = \tilde{x} \) we have \( E[Y_{it}|X_i = X^k] = \int m(\tilde{x}, \alpha)Q_k^*(d\alpha) \). Therefore, for \( \tilde{r}^k = \#\{t : X_i^k = \tilde{x}\}/T \) and \( \bar{r}^k = \#\{t : X_i^k = \bar{x}\}/T \), by the law of large numbers,

\[
\frac{1}{n} \sum_{i=1}^{n} 1(\tilde{r}_i > 0)1(\bar{r}_i > 0)\left\{ \frac{-\sum_{i=1}^{T} \bar{d}_i Y_{it}}{\bar{T}_{\tilde{r}_i}} \right\} / D \\
\rightarrow^p E[1(\tilde{r}_i > 0)1(\bar{r}_i > 0)\left\{ \frac{-\sum_{i=1}^{T} \bar{d}_i Y_{it}}{\bar{T}_{\tilde{r}_i}} \right\}]/D \\
= E[1(\tilde{r}_i > 0)1(\bar{r}_i > 0)\left\{ \frac{-\sum_{i=1}^{T} \bar{d}_i E[Y_{it}|X_i]}{\bar{T}_{\tilde{r}_i}} \right\}]/D \\
= \sum_{k \in K^*} \mathcal{P}_k \left\{ \frac{T_{\tilde{r}_i} \int m(\tilde{x}, \alpha)Q_k^*(d\alpha)}{T_{\tilde{r}_i}} - \frac{T_{\bar{r}_i} \int m(\bar{x}, \alpha)Q_k^*(d\alpha)}{T_{\bar{r}_i}} \right\}/D = \sum_{k \in K^*} \mathcal{P}_k \mu_k,
\]

Dividing and applying the continuous mapping theorem gives the result. Q.E.D.

Proof of Lemma 4: As before let \( Q_k^*(\alpha) \) denote the conditional CDF of \( \alpha \) given \( X_i = X^k \).

Note that

\[
m_k^* = \frac{E[Y_{it}|X_i = X^k]}{D} = \frac{\int m(X^k, \alpha)Q_k^*(d\alpha)}{D}.
\]

Also we have

\[
\mu_k = \int \Delta(\alpha)Q_k^*(d\alpha) = \frac{\int m(\tilde{x}, \alpha)Q_k^*(d\alpha)}{D} - \frac{\int m(\bar{x}, \alpha)Q_k^*(d\alpha)}{D}.
\]

Then if there is \( \tilde{t} \) and \( \bar{t} \) such that \( X_i^k = \tilde{x} \) and \( X_i^k = \bar{x} \)

\[
\bar{m}_k^* = \int m(\tilde{x}, \alpha)Q_k^*(d\alpha) - \int m(\bar{x}, \alpha)Q_k^*(d\alpha) = \mu_k.
\]

Also, if \( B_\ell \leq m(x, \alpha)/D \leq B_u \), then for each \( k \),

\[
B_\ell \leq \frac{\int m(\tilde{x}, \alpha)Q_k^*(d\alpha)}{D} \leq B_u, \quad -B_u \leq -\frac{\int m(\bar{x}, \alpha)Q_k^*(d\alpha)}{D} \leq -B_\ell
\]

Then if there is \( \tilde{t} \) such that \( X_i^{k*} = \tilde{x} \) we have

\[
m_k^* - B_u = \frac{\int m(\tilde{x}, \alpha)Q_k^*(d\alpha)}{D} - B_u \leq \frac{\int m(\bar{x}, \alpha)Q_k^*(d\alpha)}{D} - B_\ell = m_k^* - B_\ell.
\]

The second inequality in the statement of the theorem follows similarly.

Next, if \( \Delta(\alpha) \) has the same sign for all \( \alpha \) and if for some \( k^* \) there is \( \tilde{t} \) and \( \bar{t} \) such that \( X_i^{k^*} = \tilde{x} \) and \( X_i^{k^*} = \bar{x} \), then \( sgn(\Delta(\alpha)) = sgn(\mu_k) \). Furthermore, since \( sgn(\mu_k) = sgn(\mu_{k^*}) \) is then known for all \( k \), if it is positive the lower bounds, which are nonpositive, can be replaced by zero, while if it is negative the upper bounds, which are nonnegative, can be replaced by zero. Q.E.D.
Proof of Theorem 5: See text.

Proof of Theorem 6: Let \( Z_{iT} = \min\{\sum_{t=1}^T 1(X_{it} = \bar{x})/T, \sum_{t=1}^T 1(X_{it} = \bar{x})/T\} \). Note that if \( Z_{iT} > 0 \) then \( 1(A_{iT}) = 1 \) for the event \( A_{iT} \) that there exists \( \bar{t} \) such that \( X_{\bar{t}i} = \bar{x} \) and \( X_{\bar{t}i} = \bar{x} \). By the ergodic theorem and continuity of the minimum, conditional on \( \alpha_i \) we have \( Z_{iT} \xrightarrow{as} b(\alpha_i) = \min\{\Pr(X_{it} = \bar{x}|\alpha_i), \Pr(X_{it} = \bar{x}|\alpha_i)\} > 0 \). Therefore \( \Pr(A_{iT}|\alpha_i) \geq \Pr(Z_{iT} > 0|\alpha_i) \longrightarrow 1 \) for almost all \( \alpha_i \). It then follows by the dominated convergence theorem that

\[
\Pr(A_{iT}) = E[\Pr(A_{iT}|\alpha_i)] \longrightarrow 1.
\]

Also note that \( \Pr(A_{iT}) = 1 - \mathcal{P}^0 - \sum_{k \in \mathcal{K}} \mathcal{P}_k - \sum_{k \in \mathcal{K}} \mathcal{P}_k \), so that

\[
|\mu_\ell - \mu_0| \leq (B_u - B_\ell)(\mathcal{P}^0 + \sum_{k \in \mathcal{K}} \mathcal{P}_k + \sum_{k \in \mathcal{K}} \mathcal{P}_k) \longrightarrow 0. Q.E.D.
\]

Proof of Theorem 7: Let \( \mathcal{P}_1 \) and \( \mathcal{P}_K \) be as in equation (7). Since \( X_{i1}, \ldots, X_{iT} \) are i.i.d. conditional on \( \alpha_i \) we have

\[
\mathcal{P}_1 = \Pr(X_{i1} = \cdots = X_{iT} = 0) = E[\Pr(X_{i1} = \cdots = X_{iT} = 0|\alpha_i)] = E[\Pi_{t=1}^T \Pr(X_{it} = 0|\alpha_i)] = E[(1 - P(\alpha_i))^T].
\]

\[
\mathcal{P}_K = E[P(\alpha_i)^T].
\]

The first bound then follows as in (7). The second bound then follows from \( P(\alpha_i) \leq 1 - \varepsilon \) and \( 1 - P(\alpha_i) \leq 1 - \varepsilon \). Now suppose that \( P(\alpha_i) = 1 \) with positive probability. Then

\[
\mathcal{P}_K \geq E[1(P(\alpha_i) = 1) \cdot P(\alpha_i)^T] = \Pr(P(\alpha_i) = 1) > 0.
\]

Therefore, for all \( T \) the probability \( \mathcal{P}_K \) is bounded away from zero, and hence \( \mu_\ell \rightarrow \mu_0 \) or \( \mu_u \rightarrow \mu_0 \). Q.E.D.

Proof of Theorem 8: The size of the identified set for the marginal effect is

\[
\overline{\mathcal{P}}_k - \underline{\mathcal{P}}_k = \max_{Q_k \in \mathcal{Q}_{k\beta}, \beta \in B} D^{-1} \int [F(\beta + \alpha) - F(\alpha)]Q_k(d\alpha) - \min_{Q_k \in \mathcal{Q}_{k\beta}, \beta \in B} D^{-1} \int [F(\beta + \alpha) - F(\alpha)]Q_k(d\alpha),
\]

where \( \mathcal{Q}_{k\beta} = \{Q_k : \mathcal{L}(Y_j|X_{k\beta}, \alpha, \beta) Q_k(d\alpha) = \mathcal{P}_{jk}, \ j = 1, \ldots, J\} \). The feasible set of distributions \( \mathcal{Q}_{k\beta} \) can be further characterized in this case. Let \( F_T(\beta, \alpha) := (1, F(X_{1\beta}^T + \alpha), \ldots, F(X_{2k}^T + \alpha)) \) and \( \mathcal{F}_j(\beta, \alpha) \) denote the \( J \times 1 \) power vector of \( F_T(\beta, \alpha) \) including all the different products of the elements of \( F_T(\beta, \alpha) \), i.e.,

\[
\mathcal{F}_j(\beta, \alpha) = (1, \ldots, F(X_{1\beta}^T + \alpha), F(X_{2\beta}^T + \alpha)F(X_{3\beta}^T + \alpha), \ldots, \prod_{t=1}^T F(X_{t\beta}^T + \alpha)).
\]
Note that $\mathcal{L}(Y^j|X^k, \alpha, \beta) = \prod_{t=1}^T F(X_t^k \beta + \alpha)^{Y_t^j} \{1 - F(X_t^k \beta + \alpha)\}^{1-Y_t^j}$, so the model probabilities are linear combinations of the elements of $\mathcal{F}_j(\beta, \alpha)$. Therefore, for $\Pi_k = (\mathcal{P}_{1k}, ..., \mathcal{P}_{Jk})$ we have $Q_{kj} = \{Q_k : \mathcal{A}_j \mathcal{F}_j(\beta, \alpha)Q_k (da) = \Pi_k\}$, where $\mathcal{A}_j$ is a $J \times J$ matrix of known constants. The matrix $\mathcal{A}_j$ is nonsingular, so we have:

$$Q_{kj} = \left\{ Q_k : \int \mathcal{F}_j(\beta, \alpha)Q_k (da) = M_k \right\},$$

where the $J \times 1$ vector $M_k = \mathcal{A}_j^{-1}\Pi_k$ is identified from the data.

Now we turn to the analysis of the size of the identified sets. We focus on the case where $k = 1$, i.e., $X^k$ is a vector of zeros, and a similar argument applies to $k = K$. For $k = 1$ we have that $F(X_t^k \beta + \alpha) = F(\alpha)$ for all $t$, so the power vector has only $T + 1$ different elements given by $(1, F(\alpha), ..., F(\alpha)^T)$. The feasible set simplifies to:

$$Q_{k1} = \left\{ Q_k : \int F(\alpha)Q_k (da) = M_{1k}, \, t = 0, ..., T \right\},$$

where the moments $M_{1t}$ are identified by the data. Here $\int F(\alpha)Q_k (da) = M_{1k}$ is fixed in $Q_{k1}$, so the size of the identified set is given by:

$$\bar{\mu}_k - \mu_k = \max_{Q_k \in Q_{k1}} D^{-1} \int F(\beta + \alpha)Q_k (da) - \min_{Q_k \in Q_{k1}} D^{-1} \int F(\beta + \alpha)Q_k (da).$$

By a change of variable $Z = F(\alpha)$, we can express the previous problem in a form that is related to a Hausdorff truncated moment problem:

$$\bar{\mu}_k - \mu_k = \max_{G_k \in \mathcal{G}_{k1}} D^{-1} \int_0^1 h_{\beta}(z)G_k (dz) - \min_{G_k \in \mathcal{G}_{k1}} D^{-1} \int_0^1 h_{\beta}(z)G_k (dz),$$

where $\mathcal{G}_{k1} = \{G_k : \int_0^1 z^tG_k (dz) = M_{1k}, \, t = 0, ..., T\}$, $h_{\beta}(z) = F(\beta + F^{-1}(z))$, and $F^{-1}$ is the inverse of $F$.

If the objective function is $r$ times continuously differentiable, $h_{\beta} \in C^r[0, 1]$, with uniformly bounded $r$-th derivative, $\|h_{\beta}^r(z)\|_{\infty} \leq \bar{h}_{\beta}^r$, then we can decompose $h_{\beta}$ using standard approximation theory techniques as

$$h_{\beta}(z) = P_{\beta}(z, T) + R_{\beta}(z, T),$$

where $P_{\beta}(z, T)$ is the $T$-degree best polynomial approximation to $h_{\beta}$ and $R_{\beta}(z, T)$ is the remainder term of the approximation, see, e.g., Judd (1998) Chap. 3. By Jackson’s Theorem the remainder term is uniformly bounded by

$$\|R_{\beta}(z, T)\|_{\infty} \leq \frac{(T - r)!}{T^r} \left( \frac{T}{4} \right)^r \bar{h}_{\beta}^r = O(T^{-r}),$$

as $T \to \infty$, and this is the best possible uniform rate of approximation by a $T$-degree polynomial.
Next, note that for any $G_k \in \mathcal{G}_{k\beta}$ we have that $\int_0^1 P_\beta(z,T)G_k(dz)$ is fixed, since the first $T$ moments of $Z$ are fixed at $G_{k\beta}$. Moreover, $\int_0^1 P_\beta(z,T)G_k(dz)$ is fixed at $B$ if the parameter is point identified, $B = \{\beta^*\}$. Then we have

$$\bar{\mu}_k - \mu_k = \max_{G_k \in \mathcal{G}_{k\beta}} \int_0^1 R_\beta^*(z,T)G_k(dx) - \min_{G_k \in \mathcal{G}_{k\beta}} \int_0^1 R_\beta^*(z,T)G_k(dx) \leq 2\bar{h}_\beta = O\left(T^{-r}\right). \quad (29)$$

To complete the proof, we need to check the continuous differentiability condition and the point identification of the parameter for the logit model. Point identification follows from Chamberlain (1992). For differentiability, note that for the logit model

$$h_\beta(z) = \frac{ze^\beta}{1 - \left(1 - e^\beta\right)z}, \quad (30)$$

with derivatives

$$h_\beta^r(z) = r! \frac{e^\beta(1 - e^\beta)^{r-1}}{\left[1 - (1 - e^\beta)z\right]^r}. \quad (31)$$

These derivatives are uniformly bounded by $\bar{h}_\beta = r! e^{\beta(1 - e^\beta)} < \infty$ for any finite $r$. Q.E.D.

Proof of Theorem 9: Consider the case where $X^k = (0,1)$, a similar argument applies to $X^k = (1,0)$. By Lemma 4 we have that the marginal effect $\mu_k$ is identified by

$$\mu_k = P\{Y = (0,1)|X = (0,1)\} - P\{Y = (1,0)|X = (0,1)\}. \quad (32)$$

The probability limit of the fixed effects estimator for this marginal effect is

$$\tilde{\mu}_k(\tilde{\beta}) = [2F(\tilde{\beta}/2) - 1][P\{Y = (0,1)|X = (0,1)\} + P\{Y = (1,0)|X = (0,1)\}]. \quad (33)$$

The condition for consistency $\tilde{\mu}_k(\tilde{\beta}) = \mu_k$ is therefore

$$F(\tilde{\beta}/2) = \frac{P\{Y = (0,1)|X = (0,1)\}}{P\{Y = (0,1)|X = (0,1)\} + P\{Y = (1,0)|X = (0,1)\}}, \quad (34)$$

but this is precisely the first order condition of the program (11). This result follows, after some algebra, using that $P\{Y = (1,0)|X = (0,1)\} = P\{Y = (0,1)|X = (0,1)\}$ and $P\{Y = (0,1)|X = (1,0)\} = P\{Y = (1,0)|X = (0,1)\}$. Q.E.D.

Proof of Lemma 10: Let the vector of conditional choice probabilities for $(Y^1,\ldots,Y^d)$ be

$$\mathcal{L}_k(\beta,\alpha) \equiv (\mathcal{L}_{1k}(\beta,\alpha),\ldots,\mathcal{L}_{jk}(\beta,\alpha))'. \quad (35)$$

Let $\Gamma_k(\beta) \equiv \{\mathcal{L}_k(\beta,\alpha) : \alpha \in \mathbb{C}\}$. Note that, for each $\beta \in B$, $\Gamma_k(\beta)$ is a closed and bounded set due to compactness of $\mathbb{C}$. Now, let $\mathcal{M}_k(\beta)$ denote the convex hull of $\Gamma_k(\beta)$. By Lindsay (1995,
Theorem 18, p. 112), it follows that there exists a unique \( \tilde{L}_k (\beta) \) on the boundary of \( M_k (\beta) \) that maximizes \( \sum_{j=1}^J P_{jk} \log (l_{jk}) \) over all \((l_{1k}, \ldots, l_{jk}) \in M_k (\beta)\). By Lindsay (1995, Theorem 21, p. 116), the solution \( \tilde{L}_k (\beta) \) can be represented as
\[
\left( \int L_{1k} (\beta, \alpha) Q_k (d\alpha), \ldots, \int L_{Jk} (\beta, \alpha) Q_k (d\alpha) \right),
\]
where \( Q_k \) has no more than \( J \) points of support. Also, by \( \beta \in B \), we have that \( \arg \max_{(l_{1k}, \ldots, l_{jk}) \in M_k (\beta)} \sum_{j=1}^J P_{jk} \log (l_{jk}) \) satisfies \( l_{jk} = P_{jk} \). Q.E.D.

Proof of Lemma 11: For \( \beta \in B \), let \( Q_k = \{ Q_k : \int L (Y \mid X^k, \alpha, \beta) Q_k (d\alpha) = P_{jk}, \ j = 1, \ldots, J \} \). Let \( Q_k \in Q_k \) denote some maximizing value such that \( \mu_k = D^{-1} \int C [F (\tilde{x}' \beta + \alpha) - F (\bar{x}' \beta + \alpha)] Q_k (d\alpha) \).

Note that, for any \( \epsilon > 0 \) we can find a distribution \( \tilde{Q}_k \in Q_k \) with a large number \( M \gg J \) of support points \( (\alpha_1, \ldots, \alpha_M) \) such that \( \mu_k - \epsilon < D^{-1} \int C [F (\tilde{x}' \beta + \alpha) - F (\bar{x}' \beta + \alpha)] \tilde{Q}_k (d\alpha) \leq \mu_k \).

Our goal is to show that given such \( \tilde{Q}_k \) it suffices to allocate its mass over only at most \( J \) support points. Indeed, consider the problem of allocating \( (\pi_{1k}, \ldots, \pi_{Mk}) \) among \( (\alpha_1, \ldots, \alpha_M) \) in order to solve
\[
\max_{(\pi_{1k}, \ldots, \pi_{Mk})} \sum_{m=1}^M [F (\tilde{x}' \beta + \alpha_m) - F (\bar{x}' \beta + \alpha_m)] \pi_{mk}
\]
subject to the constraints:
\[
\pi_{mk} \geq 0, \quad m = 1, \ldots, M
\]
\[
\sum_{m=1}^M \pi_{mk} L (Y \mid X^k, \alpha_m, \beta) = P_{jk}, \quad j = 1, \ldots, J,
\]
\[
\sum_{m=1}^M \pi_{mk} = 1.
\]
This a linear program of the form
\[
\max_{\pi \in \mathbb{R}^M} c' \pi \quad \text{such that} \quad \pi \geq 0, \quad A \pi = b, \quad 1' \pi = 1,
\]
and any basic feasible solution to this program has \( M \) active constraints, of which at most \( \text{rank} (A) + 1 \) can be equality constraints. This means that at least \( M - \text{rank}(A) - 1 \) of active constraints are the form \( \pi_{mk} = 0 \).\footnote{See, e.g., Theorem 2.3 and Definition 2.9 (ii) in Bertsimas and Tsitsiklis (1997).} Hence a basic solution to this linear programming problem
will have at least \( M - J \) zeroes, that is at most \( J \) strictly positive \( \pi_{mk} \)'s. Thus, we have shown that given the original \( \bar{Q}_{k\beta}^M \) with \( M \gg J \) points of support there exists a distribution \( \bar{Q}_{k\beta}^L \in Q_{k\beta} \) with just \( J \) points of support such that
\[
\bar{\pi}_{k\beta} - \epsilon < D^{-1} \int_C [F(\tilde{x}' \beta + \alpha) - F(\bar{x}' \beta + \alpha)] \bar{Q}_{k\beta}^M(\alpha) \leq D^{-1} \int_C [F(\tilde{x}' \beta + \alpha) - F(\bar{x}' \beta + \alpha)] \bar{Q}_{k\beta}^L(\alpha) \leq \bar{\pi}_{k\beta}.
\]
This construction works for every \( \epsilon > 0 \).

The final claim is that there exists a distribution \( \bar{Q}_{k\beta}^L \in Q_{k\beta} \) with \( J \) points of support \((\alpha_1, ..., \alpha_J)\) such that
\[
\bar{\mu}_{k\beta} = D^{-1} \int_C [F(\tilde{x}' \beta + \alpha) - F(\bar{x}' \beta + \alpha)] \bar{Q}_{k\beta}^L(\alpha).
\]
Suppose otherwise, then it must be that
\[
\bar{\pi}_{k\beta} > \bar{\mu}_{k\beta} - \epsilon \geq D^{-1} \int_C [F(\tilde{x}' \beta + \alpha) - F(\bar{x}' \beta + \alpha)] \bar{Q}_{k\beta}^L(\alpha),
\]
for some \( \epsilon > 0 \) and for all \( \bar{Q}_{k\beta}^L \) with \( J \) points of support. This immediately gives a contradiction to the previous step where we have shown that, for any \( \epsilon > 0 \), \( \bar{\pi}_{k\beta} \) and the right hand side can be brought close to each other by strictly less than \( \epsilon \). Q.E.D.

Some Lemmas are useful for proving Theorem 12. For the proof of Theorem 12 we will assume for simplicity of notation that the regressor only takes one value \( X^k = (x_1, x_2) \) and drop the dependence on \( k \). We will also assume a two-period binary choice model with individual location effect. The proof for the general case follows by an identical argument, but the notation is more cumbersome.

The first Lemma establishes uniform consistency of \( \frac{1}{n} \sum_{i=1}^n L(Y_{i1}, Y_{i2}; \beta, Q) \), as is useful for showing consistency of \( B_n \).

**Lemma A1:** If Assumption 1 is satisfied then for \( Q \) equal to the collection of distributions with support contained in a compact set \( C \).
\[
\sup_{\beta \in \mathcal{B}, Q \in Q} \left| \frac{1}{n} \sum_{i=1}^n L(Y_{i1}, Y_{i2}; \beta, Q) - E[L(Y_{i1}, Y_{i2}; \beta, Q)] \right| = O_p\left(\frac{1}{\sqrt{n}}\right)
\]

\(^8\)Note that \( \text{rank}(A) \leq J - 1 \), since \( \sum_{j=1}^J L(Y^j|X^k, \alpha, \beta) = 1 \). The exact rank of \( A \) depends on the sequence \( X^k \), the parameter \( \beta \), the function \( F \) and \( T \). For \( T = 2 \) and \( X \) binary, for example, \( \text{rank}(A) = J - 2 = 2 \) when \( x_1 = x_2, \beta = 0 \), or \( F \) is the logistic distribution; whereas \( \text{rank}(A) = J - 1 = 3 \) for \( X_1^k \neq X_2^k, \beta \neq 0 \), and \( F \) is any continuous distribution different from the logistic.
Proof: Note that
\[
\frac{1}{n} \sum_{i=1}^{n} L (Y_{i1}, Y_{i2}; \beta, Q) = \left[ \frac{1}{n} \sum_{i=1}^{n} Y_{i1} Y_{i2} \right] \cdot \log \left( \int F (x'_1 \beta + \alpha) F (x'_2 \beta + \alpha) Q (d\alpha) \right)
\]
\[
+ \left[ \frac{1}{n} \sum_{i=1}^{n} Y_{i1} (1 - Y_{i2}) \right] \cdot \log \left( \int F (x'_1 \beta + \alpha) (1 - F (x'_2 \beta + \alpha)) Q (d\alpha) \right)
\]
\[
+ \left[ \frac{1}{n} \sum_{i=1}^{n} (1 - Y_{i1}) Y_{i2} \right] \cdot \log \left( \int (1 - F (x'_1 \beta + \alpha)) F (x'_2 \beta + \alpha) Q (d\alpha) \right)
\]
\[
+ \left[ \frac{1}{n} \sum_{i=1}^{n} (1 - Y_{i1}) (1 - Y_{i2}) \right] \cdot \log \left( \int (1 - F (x'_1 \beta + \alpha)) (1 - F (x'_2 \beta + \alpha)) Q (d\alpha) \right)
\]
and
\[
E \left[ L (Y_{i1}, Y_{i2}; \beta, Q) \right] = E \left[ Y_{i1} Y_{i2} \right] \cdot \log \left( \int F (x'_1 \beta + \alpha) F (x'_2 \beta + \alpha) Q (d\alpha) \right)
\]
\[
+ E \left[ Y_{i1} (1 - Y_{i2}) \right] \cdot \log \left( \int F (x'_1 \beta + \alpha) (1 - F (x'_2 \beta + \alpha)) Q (d\alpha) \right)
\]
\[
+ E \left[ (1 - Y_{i1}) Y_{i2} \right] \cdot \log \left( \int (1 - F (x'_1 \beta + \alpha)) F (x'_2 \beta + \alpha) Q (d\alpha) \right)
\]
\[
+ E \left[ (1 - Y_{i1}) (1 - Y_{i2}) \right] \cdot \log \left( \int (1 - F (x'_1 \beta + \alpha)) (1 - F (x'_2 \beta + \alpha)) Q (d\alpha) \right)
\]

Further note that \( \frac{1}{n} \sum_{i=1}^{n} Y_{i1} Y_{i2} = E [Y_{i1} Y_{i2}] + O_p \left( \frac{1}{\sqrt{n}} \right) \), etc. Therefore, the requisite uniform convergence with rate \( O_p \left( \frac{1}{\sqrt{n}} \right) \)

\[ \Delta_n = \sup_{\beta \in \mathbb{B}, Q \in \mathcal{Q}} \left| \frac{1}{n} \sum_{i=1}^{n} L (Y_{i1}, Y_{i2}; \beta, Q) - E \left[ L (Y_{i1}, Y_{i2}; \beta, Q) \right] \right| = O_p \left( \frac{1}{\sqrt{n}} \right) \]

follows, provided

\[
\left| \log \left( \int F (x'_1 \beta + \alpha) F (x'_2 \beta + \alpha) Q (d\alpha) \right) \right|, \right| \log \left( \int F (x'_1 \beta + \alpha) (1 - F (x'_2 \beta + \alpha)) Q (d\alpha) \right) \right|,
\]
\[
\left| \log \left( \int (1 - F (x'_1 \beta + \alpha)) F (x'_2 \beta + \alpha) Q (d\alpha) \right) \right|, \right| \log \left( \int (1 - F (x'_1 \beta + \alpha)) (1 - F (x'_2 \beta + \alpha)) Q (d\alpha) \right) \right|
\]
are bounded, which in turn is implied by Assumption 1. Q.E.D.

From Lemma A1, we obtain one-sided uniform convergence:

**Lemma A2:** If Assumption 1 is satisfied then

\[
\sup_{\beta \in \mathbb{B}} \left| \sup_{Q \in \mathcal{Q}} \frac{1}{n} \sum_{i=1}^{n} L (Y_{i1}, Y_{i2}; \beta, Q) - \sup_{Q \in \mathcal{Q}} E \left[ L (Y_{i1}, Y_{i2}; \beta, Q) \right] \right| = O_p \left( \frac{1}{\sqrt{n}} \right)
\]
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Proof: Define

\[ Q^* (\beta) \in \arg \sup_{Q \in \mathcal{Q}} \frac{1}{n} \sum_{i=1}^{n} L(Y_{i1}, Y_{i2}; \beta, Q), \quad Q^# (\beta) \in \arg \sup_{Q \in \mathcal{Q}} E[L(Y_{i1}, Y_{i2}; \beta, Q)]. \]

By definition of \( Q^* (\beta) \) and \( Q^# (\beta) \), we have uniformly in \( \beta \) and for all \( n \),

\[
\frac{1}{n} \sum_{i=1}^{n} L(Y_{i1}, Y_{i2}; \beta, Q^*(\beta)) - E \left[ L \left( Y_{i1}, Y_{i2}; \beta, Q^#(\beta) \right) \right] \\
\leq \frac{1}{n} \sum_{i=1}^{n} L(Y_{i1}, Y_{i2}; \beta, Q^*(\beta)) - E \left[ L \left( Y_{i1}, Y_{i2}; \beta, Q^#(\beta) \right) \right] \\
\leq \frac{1}{n} \sum_{i=1}^{n} L(Y_{i1}, Y_{i2}; \beta, Q^*(\beta)) - E \left[ L \left( Y_{i1}, Y_{i2}; \beta, Q^*(\beta) \right) \right]
\]

Hence

\[
\left| \frac{1}{n} \sum_{i=1}^{n} L(Y_{i1}, Y_{i2}; \beta, Q^*(\beta)) - E \left[ L \left( Y_{i1}, Y_{i2}; \beta, Q^#(\beta) \right) \right] \right| \leq 2\Delta_n = O_p \left( \frac{1}{\sqrt{n}} \right)
\]

uniformly in \( \beta \), where \( \Delta_n \) was defined in (35). Because \( \Delta_n = O_p \left( \frac{1}{\sqrt{n}} \right) \), we obtain the desired result. Q.E.D.

**Lemma A3:** If Assumption 1 is satisfied then \( \max_{Q \in \mathcal{Q}} E[L(Y_{i1}, Y_{i2}; \beta, Q)] \) is continuous in \( \beta \).

Proof: The problem

\[
\max_{Q \in \mathcal{Q}} E[L(Y_{i1}, Y_{i2}; \beta, Q)]
\]

can be rewritten as

\[
\max_{(\alpha_1, \ldots, \alpha_J) \in \mathcal{C}} \sum_{j=1}^{J} \mathcal{P}_j \log \left[ \sum_{m=1}^{J} L(Y^j | X, \alpha_m, \beta) \pi_m \right],
\]

where \( J = 4 \), \( \mathcal{P}_j = \Pr(Y_i = Y^j) \) and \( \mathcal{S} \) denotes the unit simplex in \( \mathbb{R}^J \). Here, \( (\alpha_1, \ldots, \alpha_J) \) and \( (\pi_1, \ldots, \pi_J) \) characterize a discrete distribution with no more than \( J \) points of support. Because the objective function is continuous in \( (\beta, \alpha_1, \ldots, \alpha_J, p_1, \ldots, p_J) \), and because \( \mathcal{C} \times \mathcal{S} \) is compact, we can apply the Theorem of the Maximum (e.g. Stokey and Lucas 1989, Theorem 3.6), and obtain the desired conclusion. Q.E.D.

Proof of Theorem 12: If \( B \) is a singleton the result follows by the uniform convergence of the profile objective function from Lemma A2 and the continuity of the limit objective function from Lemma A3. The proof for case where \( B \) is not a singleton consists of two parts.
PART 1: The first part of the proof modifies slightly the argument of Manski and Tamer (2002) for the present context. Define

\[
\bar{L}_{n}^{*} \equiv \sup_{\beta \in B} \sup_{Q \in \mathcal{Q}} \frac{1}{n} \sum_{i=1}^{n} L(Y_{i1}, Y_{i2}; \beta, Q), \\
L_{n}^{*} \equiv \inf_{\beta \in B} \sup_{Q \in \mathcal{Q}} \frac{1}{n} \sum_{i=1}^{n} L(Y_{i1}, Y_{i2}; \beta, Q), \\
L^{*} \equiv \sup_{\beta \in B} \sup_{Q \in \mathcal{Q}} E[L(Y_{i1}, Y_{i2}; \beta, Q)] = \sup_{\beta \in B} \sup_{Q \in \mathcal{Q}} E[L(Y_{i1}, Y_{i2}; \beta, Q)], \\
\Delta_{n} \equiv \sup_{\beta \in B, Q \in \mathcal{Q}} \left| \frac{1}{n} \sum_{i=1}^{n} L(Y_{i1}, Y_{i2}; \beta, Q) - E[L(Y_{i1}, Y_{i2}; \beta, Q)] \right|.
\] (35)

Note that \(\sup_{Q \in \mathcal{Q}} E[L(Y_{i1}, Y_{i2}; \beta, Q)]\) is constant over \(B\) by definition, which implies that

\[
L^{*} = \inf_{\beta \in B} \sup_{Q \in \mathcal{Q}} E[L(Y_{i1}, Y_{i2}; \beta, Q)]
\]

Therefore, we obtain

\[
|L_{n}^{*} - L^{*}| = \inf_{\beta \in B} \sup_{Q \in \mathcal{Q}} \frac{1}{n} \sum_{i=1}^{n} L(Y_{i1}, Y_{i2}; \beta, Q) - \inf_{\beta \in B} \sup_{Q \in \mathcal{Q}} E[L(Y_{i1}, Y_{i2}; \beta, Q)] \\
\leq \sup_{\beta \in B} \sup_{Q \in \mathcal{Q}} \frac{1}{n} \sum_{i=1}^{n} L(Y_{i1}, Y_{i2}; \beta, Q) - E[L(Y_{i1}, Y_{i2}; \beta, Q)] \\
\leq \sup_{\beta \in B, Q \in \mathcal{Q}} \left| \frac{1}{n} \sum_{i=1}^{n} L(Y_{i1}, Y_{i2}; \beta, Q) - E[L(Y_{i1}, Y_{i2}; \beta, Q)] \right| = \Delta_{n}
\]

Also note that

\[
|\bar{L}_{n}^{*} - L^{*}| = \sup_{\beta \in B} \sup_{Q \in \mathcal{Q}} \frac{1}{n} \sum_{i=1}^{n} L(Y_{i1}, Y_{i2}; \beta, Q) - \sup_{\beta \in B} \sup_{Q \in \mathcal{Q}} E[L(Y_{i1}, Y_{i2}; \beta, Q)] \leq \Delta_{n}
\]

It follows that

\[
|\bar{L}_{n}^{*} - L^{*}| + |L_{n}^{*} - L^{*}| \leq \Delta_{n} + \Delta_{n} = 2\Delta_{n}.
\]

Suppose now that \(b \in B\). Note that

\[
\bar{L}_{n}^{*} - \sup_{Q \in \mathcal{Q}} \frac{1}{n} \sum_{i=1}^{n} L(Y_{i1}, Y_{i2}; b, Q) \leq \bar{L}_{n}^{*} - \inf_{\beta \in B} \sup_{Q \in \mathcal{Q}} \frac{1}{n} \sum_{i=1}^{n} L(Y_{i1}, Y_{i2}; \beta, Q) = \bar{L}_{n}^{*} - L_{n}^{*}
\]

Therefore, if \(\epsilon_{n} > \bar{L}_{n}^{*} - L_{n}^{*}\), then we have \(\bar{L}_{n}^{*} - \sup_{Q \in \mathcal{Q}} \frac{1}{n} \sum_{i=1}^{n} L(Y_{i1}, Y_{i2}; b, Q) \leq \epsilon_{n}\), or

\[
b \in B_{n}
\]

by definition of \(B_{n}\). In other words, \(\epsilon_{n} > \bar{L}_{n}^{*} - L_{n}^{*}\), then \(\epsilon_{n} > \bar{L}_{n}^{*} - L_{n}^{*}\), \(\inf_{b_{n} \in B_{n}} |b_{n} - b| = 0\).

Because the choice of \(b\) was arbitrary, we can conclude that

\[
\sup_{b \in B} \inf_{b_{n} \in B_{n}} |b_{n} - b| = 0
\]
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if $\epsilon_n > \bar{L}_n^* - L_n^*$. Because $\epsilon_n > 2\Delta_n$ with probability converging to one due to Lemma A2 and the choice of $\epsilon_n$, it follows that $\sup_{b \in B} \inf_{b_n \in B_n} |b_n - b| = 0$ with probability converging to one.\footnote{The “probability” here actually means the inner probability. We ignore such measure theoretic subtlety in this paper.}

**PART 2:** Define

$$B(\epsilon) \equiv \left\{ \beta : L^* - \sup_{Q \in Q} E[L(Y_{1i}, Y_{2i}; \beta, Q)] \leq \epsilon \right\}$$

It suffices to show that $B_n \subseteq B(\epsilon)$ with probability converging to one. This is because it would imply $\inf_{b \in B} |b_n - b| < \delta(\epsilon)$ for $(b_n \in B_n)$, which implies

$$\sup_{b_n \in B_n} \inf_{b \in B} |b_n - b| < \delta(\epsilon),$$

with probability converging to one. Here $\delta(\epsilon)$ that can be made arbitrarily small by making $\epsilon$ sufficiently small by continuity of $\sup_{Q \in Q} E[L(Y_{1i}, Y_{2i}; \beta, Q)]$ in $\beta$, which was established in Lemma A3. This would prove that $\sup_{b_n, \in B_n} \inf_{b \in B} |b_n - b| = o_p(1)$.

It remains to show that, for any $\epsilon > 0$, we have $B_n \subseteq B(\epsilon)$ with probability converging to one. For this purpose it suffices to show that

$$\sup_{\beta \in B_n} \left[ L^* - \sup_{Q \in Q} E[L(Y_{1i}, Y_{2i}; \beta, Q)] \right] \leq \epsilon.$$

Note that

$$\left| \sup_{\beta \in B_n} \left( L^* - \sup_{Q \in Q} E[L(Y_{1i}, Y_{2i}; \beta, Q)] \right) - \sup_{\beta \in B_n} \left( \bar{L}_n^* - \sup_{Q \in Q} \frac{1}{n} \sum_{i=1}^{n} L(Y_{1i}, Y_{2i}; \beta, Q) \right) \right|$$

$$\leq \sup_{\beta \in B_n} \left| L^* - \sup_{Q \in Q} E[L(Y_{1i}, Y_{2i}; \beta, Q)] \right| - \left( \bar{L}_n^* - \sup_{Q \in Q} \frac{1}{n} \sum_{i=1}^{n} L(Y_{1i}, Y_{2i}; \beta, Q) \right)$$

$$\leq |L^* - \bar{L}_n^*| + \sup_{\beta \in B_n} \left| \frac{1}{n} \sum_{i=1}^{n} L(Y_{1i}, Y_{2i}; \beta, Q) - E[L(Y_{1i}, Y_{2i}; \beta, Q)] \right|$$

$$\leq 2\Delta_n.$$
By Lemma A1 and choice of $\epsilon_n$, we have $\epsilon_n + 2\Delta_n < \epsilon$ with probability converging to one, which shows the requisite claim. Q.E.D.

Proof of Corollary 13: The results follows from Theorem 12 and the continuous mapping theorem. Q.E.D.
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### Table 1: Biases of linear probability model estimators in percentage of marginal effect (average probability of the response in parenthesis)

<table>
<thead>
<tr>
<th>T</th>
<th>$\hat{\beta}_w$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{\beta}_w$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{\beta}_w$</th>
<th>$\hat{\beta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>34.63 (0.60)</td>
<td>34.63</td>
<td>-91.20 (0.45)</td>
<td>-91.20</td>
<td>-31.07 (0.77)</td>
<td>-31.07</td>
</tr>
<tr>
<td>4</td>
<td>12.77 (0.61)</td>
<td>9.91</td>
<td>-61.52 (0.47)</td>
<td>-59.77 (0.75)</td>
<td>20.52</td>
<td>25.32</td>
</tr>
<tr>
<td>8</td>
<td>5.76 (0.62)</td>
<td>0.74</td>
<td>-33.16 (0.49)</td>
<td>-20.40 (0.74)</td>
<td>19.90</td>
<td>30.38</td>
</tr>
</tbody>
</table>

Notes: probit model with a single binary regressor with parameter equal to one. The individual effect is the standardized mean of the regressor. $\hat{\beta}_w$ is the probability limit of the linear fixed effects estimator with constant slopes and $\hat{\beta}$ is the probability limit of the average of the linear fixed effects estimators with individual specific slopes.
Table 2: Descriptive Statistics for NLSY79 sample  
(n = 1,587)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Changes (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFP1990</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>LFP1992</td>
<td>0.74</td>
<td>0.17</td>
</tr>
<tr>
<td>LFP1994</td>
<td>0.75</td>
<td>0.28</td>
</tr>
<tr>
<td>LFP1996</td>
<td>0.76</td>
<td>0.35</td>
</tr>
<tr>
<td>kids1990</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>kids1992</td>
<td>0.35</td>
<td>0.31</td>
</tr>
<tr>
<td>kids1994</td>
<td>0.45</td>
<td>0.51</td>
</tr>
<tr>
<td>kids1996</td>
<td>0.21</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Notes: LFP - 1 if woman is in the labor force, 0 otherwise; kid - number of children of age less than 3. Changes (%) measures the proportion of women who change status between 1990 and the year corresponding to the row.
<table>
<thead>
<tr>
<th></th>
<th>General CEF Model</th>
<th>Semiparametric Model</th>
<th>Linear</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P(X</td>
<td>k) Est. 95% N-CI 95% B-CI*</td>
<td>Est. 95% LR 95% B-CI* 95% PB-CI**</td>
</tr>
<tr>
<td>Logit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>β</td>
<td>-.36 (-.75, .02)</td>
<td>(-.56, -.16) (-.88, .08)</td>
<td>-.78 (-1.11, -.46) (-.67, .05) (-.70, -.08)</td>
</tr>
<tr>
<td>μ(0,0)</td>
<td>.48 [-.81, 0]</td>
<td>(-.83, 0) (-.84, 0)</td>
<td>[-.06, -.04] (-.17, .00) (-.11, -.02) (-.22, .01)</td>
</tr>
<tr>
<td>μ(0,1)</td>
<td>.14 [-.12, -.04]</td>
<td>(-.18, -.06)</td>
<td>-.06 (-.11, .00) (-.09, .03) (-.16, .01)</td>
</tr>
<tr>
<td>μ(1,0)</td>
<td>.17 [-.03, -.05]</td>
<td>(-.08, .03)</td>
<td>-.07 (-.13, .00) (-.10, -.03) (-.15, .01)</td>
</tr>
<tr>
<td>μ(1,1)</td>
<td>.21 [-.38, 0]</td>
<td>(-.42, 0) (-.44, 0)</td>
<td>[-.07, -.05] (-.15, .00) (-.11, -.02) (-.20, .01)</td>
</tr>
<tr>
<td>μ</td>
<td>[-.49, -.02]</td>
<td>(-.53, .00) (-.52, .01)</td>
<td>[-.06, -.05] (-.15, .00) (-.11, -.02) (-.19, .01)</td>
</tr>
<tr>
<td>Probit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>β</td>
<td>-.41 (-.85, .03)</td>
<td>(-.64, -.20) (-1.06, .10)</td>
<td>-.88 (-1.24, -.52) (-.86, -.16)</td>
</tr>
<tr>
<td>μ(0,0)</td>
<td>.48 [-.81, 0]</td>
<td>(-.83, 0) (-.84, 0)</td>
<td>[-.08, -.04] (-.20, .00) (-.14, -.02) (-.24, .02)</td>
</tr>
<tr>
<td>μ(0,1)</td>
<td>.14 [-.12, -.04]</td>
<td>(-.18, -.06)</td>
<td>-.07 (-.12, .00) (-.11, -.03) (-.17, .01)</td>
</tr>
<tr>
<td>μ(1,0)</td>
<td>.17 [-.03, -.05]</td>
<td>(-.08, .05)</td>
<td>-.07 (-.13, .01) (-.10, -.04) (-.15, .02)</td>
</tr>
<tr>
<td>μ(1,1)</td>
<td>.21 [-.38, 0]</td>
<td>(-.42, 0) (-.44, 0)</td>
<td>[-.07, -.05] (-.16, .01) (-.12, -.02) (-.19, .02)</td>
</tr>
<tr>
<td>μ</td>
<td>[-.49, -.02]</td>
<td>(-.53, .00) (-.52, .01)</td>
<td>[-.07, -.05] (-.17, .00) (-.12, -.03) (-.19, .02)</td>
</tr>
</tbody>
</table>

Notes: Dependent variable is labor force participation indicator; regressor is a fertility indicator that takes the value 1 if the woman has a child less than 3 years old. Time periods: 1990 and 1992. Source: NLSY79. *Based on 200 bootstrap repetitions. **Based on 100 DGP's.
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Table 4: LFP and Fertility ($T = 3, n = 1,587$

<table>
<thead>
<tr>
<th></th>
<th>General CEF Model</th>
<th>Semiparametric Model</th>
<th>Linear</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RX $^*$</td>
<td>Est.</td>
<td>95% N-CI</td>
</tr>
<tr>
<td><strong>Logit</strong></td>
<td>β</td>
<td></td>
<td></td>
</tr>
<tr>
<td>μ(0,0,0)</td>
<td>.4</td>
<td>- .42</td>
<td>(-51, -24)</td>
</tr>
<tr>
<td>μ(0,0,1)</td>
<td>.08</td>
<td>- .12</td>
<td>(-21, -04)</td>
</tr>
<tr>
<td>μ(0,1,0)</td>
<td>.06</td>
<td>- .1</td>
<td>(-20, 01)</td>
</tr>
<tr>
<td>μ(1,0,0)</td>
<td>.14</td>
<td>- .06</td>
<td>(-14, 01)</td>
</tr>
<tr>
<td>μ(1,0,1)</td>
<td>.08</td>
<td>- .18</td>
<td>(-26, -09)</td>
</tr>
<tr>
<td>μ(1,1,0)</td>
<td>.03</td>
<td>.02</td>
<td>(-16, 20)</td>
</tr>
<tr>
<td>μ(1,1,1)</td>
<td>.12</td>
<td>- .04</td>
<td>(-12, -04)</td>
</tr>
<tr>
<td>μ(1,1,1)</td>
<td>.09</td>
<td>- .41</td>
<td>(-46, 00)</td>
</tr>
<tr>
<td>μ(1,1,1)</td>
<td>.03</td>
<td>.02</td>
<td>(-16, 20)</td>
</tr>
<tr>
<td>μ(1,1,1)</td>
<td>.12</td>
<td>- .04</td>
<td>(-12, -04)</td>
</tr>
<tr>
<td>μ(1,1,1)</td>
<td>.09</td>
<td>- .41</td>
<td>(-46, 00)</td>
</tr>
<tr>
<td>μ(1,1,1)</td>
<td>.03</td>
<td>.02</td>
<td>(-16, 20)</td>
</tr>
</tbody>
</table>

Notes: Dependent variable is labor force participation indicator; regressor is a fertility indicator that takes the value 1 if the woman has a child less than 3 years old. Time periods: 1990, 1992, and 1994. Source: NLSY79. *200 bootstraps repetitions. **Based on 100 DGP's.
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Table 5: LFP and Fertility (T = 4, n = 1,587)

<table>
<thead>
<tr>
<th>General CEF Model</th>
<th>Semiparametric Model</th>
<th>Linear</th>
</tr>
</thead>
<tbody>
<tr>
<td>P(Xk) Est. 95% N-CI 95% B-CI</td>
<td>Est 95% LR 95% B-CI FE FE-BC Jack. CMLE FE</td>
<td>Logit</td>
</tr>
<tr>
<td>β</td>
<td>-4</td>
<td>-4.23</td>
</tr>
<tr>
<td>μ(0,0,0)</td>
<td>.37</td>
<td>[-.80, 0]</td>
</tr>
<tr>
<td>μ(0,0,1)</td>
<td>.04</td>
<td>-2</td>
</tr>
<tr>
<td>μ(0,1,0)</td>
<td>.03</td>
<td>-4</td>
</tr>
<tr>
<td>μ(1,0,0)</td>
<td>.05</td>
<td>-9</td>
</tr>
<tr>
<td>μ(1,0,1)</td>
<td>.13</td>
<td>-8</td>
</tr>
<tr>
<td>μ(0,1,1)</td>
<td>.05</td>
<td>-14</td>
</tr>
<tr>
<td>μ(0,1,0)</td>
<td>.06</td>
<td>-6</td>
</tr>
<tr>
<td>μ(1,1,0)</td>
<td>.01</td>
<td>.3</td>
</tr>
<tr>
<td>μ(1,0,1)</td>
<td>.11</td>
<td>-8</td>
</tr>
<tr>
<td>μ(0,1,1)</td>
<td>.04</td>
<td>-24</td>
</tr>
<tr>
<td>μ(1,1,1)</td>
<td>.01</td>
<td>.08</td>
</tr>
<tr>
<td>μ(1,1,0)</td>
<td>.01</td>
<td>-12</td>
</tr>
<tr>
<td>μ(1,1,1)</td>
<td>.06</td>
<td>-5</td>
</tr>
<tr>
<td>μ(1,1,1)</td>
<td>.04</td>
<td>[.04, .01]</td>
</tr>
<tr>
<td>μ</td>
<td>[.36, -.05]</td>
<td>[.44, 01]</td>
</tr>
</tbody>
</table>

Notes: Dependent variable is labor force participation indicator; regressor is a fertility indicator that takes the value 1 if the woman has a child less than 3 years old. Time periods: 1990, 1992, 1994, and 1996. Source: NLSY79.
Figure 1: Biases of linear probability model estimators in percentage of marginal effect. Probit model with a single binary regressor with parameter equal to one and individual location effect. Individual effect is the standardized individual mean of the regressor.
Figure 2: Logit model: Nonparametric MLE identification sets for model parameter $\beta_0$ and probability limits of fixed effects estimators.
Figure 3: Logit model: Identification sets for average marginal effects $\mu_0$ based on general model. G-bounds are obtained using equation (7) and GM-bounds impose monotonicity of the marginal effects.
Figure 4: Logit model (T = 2). Identification sets for marginal effects and probability limits of fixed effects estimators.
Figure 5: Logit model (T = 3). Identification sets for marginal effects and probability limits of fixed effects estimators.
Figure 6: Logit model (T = 4). Identification sets for marginal effects and probability limits of fixed effects estimators.
Figure 7: Logit model: Identification sets for average marginal effects and probability limits of linear model estimators.
Figure 8: Probit model: Nonparametric MLE identification sets for model parameter $\beta_0$ and probability limits of fixed effects estimators.
Figure 9: Probit model: Identification sets for average marginal effects $\mu_0$ based on general model. G-bounds are obtained using equation (7) and GM-bounds impose monotonicity on the marginal effects.
Figure 10: Probit model (T = 2). Identification sets for marginal effects and probability limits of fixed effects estimators.
Figure 11: Probit model (T = 3). Identification sets for marginal effects and probability limits of fixed effects estimators.
Figure 12: Probit model (T = 4). Identification sets for marginal effects and probability limits of fixed effects estimators.
Figure 13: Probit model: Identification sets for average marginal effects and probability limits of linear model estimators.