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Abstract

We consider (semi-)parametric models for time series and panel data including unobserved dy-
namic effects. When these (semi-)parametric regression models have an affine specification with re-
spect to both lagged endogenous variables and unobserved dynamic effects, we derive moment restric-
tions based on appropriate Laplace transforms. We show how these moment restrictions can be used to
identify not only the regression parameters of the affine model, but also the parametric or nonparame-
tric distribution of the dynamic effects. The methodology is applied to a variety of panel models with
either stochastic time effect, or with unobserved effort variables introduced to capture the moral hazard
phenomena. This approach is appropriate for studying identification in the linear and nonlinear factor
models encountered in financial applications.
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1 Introduction

We consider (semi-)parametric models for time series and panel data including unobserved dynamic effects. When these (semi-)parametric regression models have an affine specification with respect to both lagged endogenous variables and unobserved dynamic effects, we derive moment restrictions based on appropriate Laplace transforms. We show how these moment restrictions can be used to identify the regression parameters of the affine model as well as the parametric, or nonparametric distribution of the dynamic effects. The methodology is applied to a variety of panel models with either stochastic time effects, or with unobserved effort variables introduced to capture the moral hazard phenomena. The approach is appropriate for studying the linear and nonlinear factor models encountered in financial applications.

In Section 2, we first provide examples of models with unobserved dynamic effects. They include panel models with stochastic time effects, Poisson models with individual effort variables encountered in car insurance, linear factor models for asset returns, multivariate stochastic volatility models, models to disentangle dynamic frailty from contagion phenomena applied to either market, or credit risk. Then, we introduce a general specification which encompasses all these models. In the general specification, the conditional Laplace transform of the endogenous variables is an exponential affine function of the lagged endogenous variables, the unobservable effects, and possibly exogenous observable regressors.

We derive in Section 3 moment restrictions based on the Laplace transform of a well-chosen transformation of the current and lagged observations $y_t, y_{t-1}$, say, of the endogenous variables. We explain how these first-order nonlinear moment restrictions can be used to estimate the (nonlinear) regression parameters and to identify nonparametrically the marginal distribution of the time effect for panel data with stochastic time effect. This is done by a nonlinear cross-sectional extension of the quasi-differencing approach introduced in Chamberlain (1992) and Mullahy (1997).

Without panel data, these first-order nonlinear moment restrictions identify the parameters and the marginal distribution of the unobserved effect, when this distribution is parametric. When the distribution of the dynamic effect is let unspecified, these moment restrictions allow to reconstitute the marginal distribution of the unobserved effects once the regression parameters of the affine models are known.

To identify the dynamic parameters of the distribution of the unobserved process, or to identify both the parameters of the affine model and the distribution of this process, when it is not parametrically specified, we need second- and third-order moment restrictions. They are obtained in Section 4 by
considering the Laplace transform of appropriate functions of \( y_t, y_{t-1}, y_{t-2}, \) and of \( y_t, y_{t-1}, y_{t-2}, y_{t-3}, \) respectively. The identification results are illustrated by the examples introduced in Section 2. Section 5 concludes. Proofs are gathered in the Appendix.

2 The model

We first provide examples of models with unobserved dynamic effects proposed in the literature. Next we introduce a specification which includes all these examples and will be used later on to derive the moment restrictions in a general framework.

2.1 Examples

Example 1: The Gaussian Panel Model with Stochastic Time Effect.

The one-dimensional observed variable is defined by the regression model:

\[
y_{i,t} = f_t + x_{i,t} \alpha + \varepsilon_{i,t}, \quad i = 1, \ldots, n, \quad t = 1, \ldots, T,
\]

where \( x_{i,t} \) denotes the observed explanatory variables and the error terms \( \varepsilon_{i,t} \) are \( \text{IN}(0, \sigma^2) \) conditional on the \( x \) variables. The time effect \( f_t \) is assumed stochastic, independent of the error terms, and is unobservable for the econometrician.

Example 2: Count Panel Data with Stochastic Time Effect.

The model is similar to the model in Example 1, except that the conditional regression model is Poisson to account for the interpretation of the endogenous variable as a count variable [see e.g. Blundell, Griffith, Windmeijer (2002)]. We have:

\[
y_{i,t} \sim \mathcal{P}(f_t + x_{i,t} \alpha + y_{i,t-1}), \quad i = 1, \ldots, n, \quad t = 1, \ldots, T,
\]

with possibly effects of the lagged count corresponding to the same individual.

Example 3: Panel Model with Unobservable Effort Variables.

This type of model has been introduced in car insurance to account for moral hazard phenomena when computing the updating of the insurance premium, that is the so-called bonus-malus [see e.g. Gourieroux, Jasiak (2004)]. The variable of interest is the number of claims for the insured driver \( i \) on
a given year $t$. We get:

$$y_{i,t} \sim \mathcal{P}(f_{i,t} + x_{i,t} \alpha + y_{i,t-1} \epsilon), \quad i = 1, \ldots, n, \quad t = 1, \ldots, T.$$ 

The individual “effort” processes $(f_{i,t})$, $i = 1, \ldots, n$ are positive-valued and usually assumed independent, with identical distributions. For instance, they have a log-normal autoregressive dynamics such that:

$$\log f_{i,t} = \rho \log f_{i,t-1} + u_{i,t},$$

where the innovations $u_{i,t}$ are $\mathcal{IN}(0, \sigma^2)$ and the autocorrelation coefficient $\rho$ is such that $|\rho| < 1$.

**Example 4: A Gaussian Linear Factor Model for Asset Returns.**

The Capital Asset Pricing Model (CAPM) [see Sharpe (1964), Lintner (1965)] leads to a linear factor model with a single factor equal to the market return. However, the market return is not easy to measure in practice, and an index return used as a proxy can provide an erroneous measurement. This is the well-known Roll’s critique [see Roll (1977)]. This explains why the basic CAPM model is often replaced by a model with unobservable factors.

Let us denote by $y_t$ the $(n, 1)$ vector of asset returns, by $f_t$ the vector of values of the underlying latent factors. The model is written as:

$$y_t = B f_t + \varepsilon_t,$$

where the error terms are $\mathcal{IN}(0, \Sigma)$ and $\Sigma$ is a diagonal matrix. In this strict factor model, the dependencies across the asset returns are generated by the multiple factor $f_t$, called systematic risk factor [Sharpe (1964), p. 436]. Such a model is compatible with the fat tails observed in the historical distribution of returns and with volatility clustering effects, whenever these effects are created by conditionally heteroscedastic latent factors. In this respect, this type of modeling includes the standard linear factor model [see e.g. Geweke (1977), Sargent, Sims (1977), Engle, Watson (1981), Fernandez-Macho (1997)] as well as factor ARCH models [Diebold, Nerlove (1989), King, Sentana, Wadhwani (1994)].

**Example 5: Correlation Between Markets.**

Let us consider a vector of market indexes corresponding to different stock exchanges. The dependence between these markets can be analyzed by a dynamic model of the type:

$$y_t = B f_t + C y_{t-1} + \varepsilon_t,$$

with $\varepsilon_t \sim \mathcal{IN}(0, \Sigma)$. This model accounts for both systematic risk factors and contagion effects across markets, by means of the unobservable common factor $f_t$ and the lagged returns $y_{t-1}$, respectively.
This model nests the linear factor model of Example 4 and a Vector Autoregressive (VAR) specification, which correspond to the restrictions $C = 0$, and $B = 0$, respectively.

**Example 6: Correlation of Default Risks.**

The decomposition of Example 5 can be adapted to analyze default risk. Such a model is introduced in Darolles, Gagliardini, Gourieroux (2014). The authors consider the population of hedge funds classified by management style $k$, for $k = 1, \ldots, K$. For each management style $k$, the observation $y_{k,t}$ concerns the number of liquidated funds at a given month $t$, and vector $y_t$ stacks these count data for the different management styles. The dynamic Poisson model is:

$$y_{k,t} \sim P(a_k + b_k' f_t + c_k' y_{t-1}), \quad k = 1, \ldots, K,$$

where the variables $y_{k,t}, k = 1, \ldots, K$, are assumed conditionally independent given $f_t$ and $y_{t-1}$. This modeling allows for disentangling the contagion effects passing through the lagged count values $y_{t-1}$ and the effect of exogenous common shocks passing through the unobservable systematic factors $f_t$.

**Example 7: Stochastic Volatility Model.**

Such a model can be written on asset returns as:

$$y_t = a + B \text{vech}(\Sigma_t) + \Sigma_t^{1/2} \varepsilon_t,$$

where $\varepsilon_t \sim INN(0, I d)$, the symmetric positive definite matrix $\Sigma_t$ is the stochastic volatility-covolatility matrix, and $f_t = \text{vech}(\Sigma_t)$ is a vector stacking all its different components. By introducing the term $B \text{vech}(\Sigma_t)$ in the vector of conditional expected returns, we allow for risk premia corresponding not only to the volatility of the asset of interest, but also to the volatilities of the other assets, and to the covolatilities as well. Gagliardini, Gourieroux (2014) discusses the estimation of such multivariate stochastic volatility models based on conditional moment restrictions.

### 2.2 General specification

In the general framework, the (nonlinear) regression model is written by means of the conditional Laplace transform. The latter provides the conditional expectations of exponential transformations of the endogenous variable $y_t$ given the lagged values $y_{t-1} = (y_{t-1}, y_{t-2}, \ldots)$ of these endogenous variables, and the current and past values of the unobservable dynamic effects $f_t = (f_t, f_{t-1}, \ldots)$ and the covariates $x_t = (x_t, x_{t-1}, \ldots)$. We denote by $n = \dim(y_t)$ and $K = \dim(f_t)$ the dimensions of the endogenous variable and the unobservable factor, respectively, and we assume $K \leq n$.  
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**Assumption A.1: Affine Regression Model.** We have:

\[
E[\exp(u'yt)|yt-1, ft, xt] = \exp \{ a(u, xt, \theta)'[Bf_t + Cy_{t-1} + d(x_t, \theta)] + b(u, xt, \theta) \}, \tag{2.1}
\]

where \( u \) is the multidimensional argument of the Laplace transform, \( \theta, B, C \) are parameters, possibly constrained, and \( a, b, d \) are known functions.

The model is called affine regression model, since the log-Laplace transform is an affine function of both \( f_t \) and \( y_{t-1} \). The specification above extends the Compound Autoregressive (CaR) processes introduced in Darolles, Gourieroux, Jasiak (2006) to the case of covariates and unobserved stochastic effect \( f_t \). Indeed, without \( x_t \) and \( f_t \), the condition of Assumption A.1 restricts the model to (nonlinear) dynamics of the type:

\[
E[\exp(u'yt)|yt-1] = \exp[a^*(u)'yt-1 + b^*(u)], \quad \text{say.} \tag{2.2}
\]

The dynamics in Assumption A.1 correspond to special families of distributions, such that the Laplace transform (moment generating function) is exponentially affine w.r.t. a subset of the parameters. Their associated autoregressive models and regression models are obtained by letting these parameters be a linear function of \( y_{t-1}, f_t \) and a (possibly nonlinear) function of \( f_t \). Some of these families are given below with the name of the associated autoregressive model.

i) **Gaussian family.**

We have:

\[
E[\exp(u'y)] = \exp \left( u'm + \frac{u'\Sigma u}{2} \right),
\]

where \( m \) and \( \Sigma \) are the mean vector and the variance-covariance matrix of the multivariate Gaussian distribution. This family is used to construct autoregressive models and regression models by considering \( m \) and/or \( \Sigma \) as function of the conditioning variables (see e.g. Examples 1, 4, 5 and 7). We get for instance the Gaussian VAR process (resp., the model in Example 5) when the conditional mean \( m_t \) is affine in the lagged observations (resp., in the current factor value as well) and the variance-covariance matrix is constant.

ii) **Poisson family.**

If variable \( y \) follows a Poisson distribution with parameter \( \lambda > 0 \), we get:

\[
E[\exp(uy)] = \exp[-\lambda(1 - \exp u)].
\]
This Laplace transform is defined for any real argument \( u \). The associated autoregressive/regression model is obtained by specifying the time-varying stochastic intensity \( \lambda_t \) as a positive linear function of \( f_t, y_{t-1} \) and a possibly nonlinear function of \( x_t \) (see e.g. Examples 2, 3 and 6).

**iii) Binomial family.**

If variable \( y \) follows a Binomial distribution \( Bin(n, p) \) with integer parameter \( n \) and probability \( p \), we have:

\[
E[\exp(uy)] = (1 - p + p \exp u)^n = \exp[n \log(1 - p + p \exp u)],
\]

which is exponential affine in parameter \( n \). This property is used in the definition of autoregressive models for integer-valued data. For instance, the INteger AutoRegressive (INAR) process is a Markov process such that the transition distribution of \( y_t \) given \( y_{t-1} \) is the sum of independent Poisson \( P(\lambda) \) and Binomial \( Bin(y_{t-1}, p) \) distributions, with parameters \( \lambda > 0 \) and \( p \in (0, 1) \) [see e.g. Al-Osh, Alzaid (1987), Bockenholt (1994), Brannas (1994)]. Then:

\[
E[\exp(uy_t)|y_{t-1}] = \exp[-\lambda(1 - \exp u) + y_{t-1} \log(1 - p + p \exp u)].
\]

An extension of this model including unobservable effects can be obtained by letting parameter \( \lambda \) be time-varying as a linear function of factor \( f_t \).

**iv) The gamma family.**

Let us now assume that \( y \) follows the gamma distribution \( \gamma(\nu, \lambda) \) with degree of freedom \( \nu, \nu > 0 \), and intensity \( \lambda, \lambda > 0 \). We get:

\[
E[\exp(uy)] = (1 - \lambda u)^{-\nu} = \exp[-\nu \log(1 - \lambda u)],
\]

defined for any argument \( u \) such that \( u < 1/\lambda \). The degree of freedom can be specified as a linear function of \( f_t, y_{t-1} \) and a possibly nonlinear function of \( x_t \), whenever this specification satisfies the positivity condition.

**v) The noncentered gamma and Wishart families.**

The Wishart distribution is a distribution for a stochastic symmetric positive semi-definite matrix \( Y \), with dimension \( (K, K) \). Its Laplace transform can be written in matrix notation by considering a \( (K, K) \) symmetric matrix of arguments \( \Gamma \) and by writing a linear combination of the elements of \( Y \) as \( Tr(\Gamma Y) \), where \( Tr \) denotes the trace operator providing the sum of the diagonal elements of a square matrix. The Laplace transform of the Wishart distribution is:
\[
E[\exp T \text{r}(\Gamma Y)] = \exp T \text{r}[\Gamma(I - 2\Sigma\Gamma)^{-1}M] \left[\frac{\text{det}(I - 2\Sigma\Gamma)}{\text{det}(I - 2\Sigma\Gamma))^2}\right]^\nu, \\
\]

where \(\nu, \nu > 0\), is the degree of freedom, the \((K, K)\) symmetric positive definite matrix \(\Sigma\) is a variance-covariance matrix and the \((K, K)\) matrix \(M\) a noncentrality parameter. The associated affine regression model is obtained by specifying the noncentrality parameter as an affine function of the lagged values and of the unobserved dynamic effect.

The noncentral chi-square family and noncentral gamma family are obtained from the one dimensional case. For the noncentral gamma family, we have:

\[
E[\exp(uy)] = \frac{1}{(1 - \lambda u)^\nu} \exp \left(-\frac{\lambda^2 m^2}{1 - \lambda u}\right),
\]

with shape, noncentrality and scale parameters \(\nu, m\) and \(\lambda\), respectively. The autoregressive process corresponding to the noncentered gamma family is the AutoRegressive Gamma (ARG) process [Gourieroux, Jasiak (2006)], that is the time discretized Cox, Ingersoll, Ross process [Cox, Ingersoll, Ross (1985)]. The autoregressive process corresponding to the Wishart family is the Wishart AutoRegressive (WAR) process [see e.g. Gourieroux, Jasiak, Sufana (2009), Chiriac, Voev (2011)].

The affine regression specification in Assumption A.1 is completed by additional assumptions on the unobservable dynamic effect, the regressors and their joint distribution.

**Assumption A.2**: The joint process \((f_t', x_t')'\) of the unobservable dynamic effect and the regressors is strongly exogenous, that is, the conditional distribution of \((f_t', x_t')'\) given \(y_{t-1}, f_{t-1}\) and \(x_{t-1}\) is equal to the conditional distribution of \((f_t', x_t')'\) given \(f_{t-1}\) and \(x_{t-1}\) only.

The notion of exogeneity in Assumption A.2 is a nonlinear notion, which requires restrictions on conditional distributions, and not on conditional expectations only. Assumptions A.1 and A.2 imply that the conditional distribution of \(y_t\) given \(y_{t-1}, f_{t-1}, x_{t-1}\) is equal to the conditional distribution of \(y_t\) given \(y_{t-1}, f_{t-1}, x_{t}, x_{t+1}, \ldots\), where \(f = (\ldots, f_{t-1}, f_t, f_{t+1}, \ldots)\) and \(x = (\ldots, x_{t-1}, x_t, x_{t+1}, \ldots)\) denote the entire histories including past, current and future values of the dynamic effects, and the regressors, respectively.

The next assumption is for expository purpose.

**Assumption A.3**: The joint process \((f_t, x_t)\) is a stationary Markov process of order 1.

Assumption A.3 is rather weak. Indeed, a Markov process of order \(p\) larger than 1 can easily be transformed into a Markov process of order 1 by changing the definition of \(f_t, x_t\) and considering the
new factor obtained by stacking in a vector the current and lagged values of \( f \) and \( x \).

The joint dynamics of \( (f_t, x_t, y_t) \) is defined along the following causal scheme:

![Figure 1: The Causal Scheme.](image)

\[
\ldots (f_{t-1}, x_{t-1}) \rightarrow (f_t, x_t) \ldots \\
\downarrow \quad \downarrow \\
\ldots y_{t-1} \rightarrow y_t \ldots
\]

Under Assumptions A.2-A.3, the dynamics of the exogenous process \( (f_t, x_t) \) is characterized by its transition p.d.f. \( g(f_t, x_t|f_{t-1}, x_{t-1}) \), say. This transition p.d.f. is either specified parametrically, or let unspecified, in the analysis of the next sections.

The (semi-) parametric framework of Assumption A.1-A.3 is more structural than the nonparametric setting considered in Hu, Shum (2012) and Hu, Shiu (2013). While the exponential affine regression in Assumption A.1, and the possibly parametric state transition in Assumptions A.2-A.3, constrain the generality of the nonlinear state space dynamics, the assumed structure helps us in deriving more informative restrictions for identification (and estimation).

### 3 First-order nonlinear moment restrictions

Under Assumptions A.1-A.3, it is possible to derive continuum sets of nonlinear moment restrictions which relate the observations and the unknown real or functional parameters. We first focus in this section on first-order restrictions. Then we explain how they can be used to identify parameters of interest.

#### 3.1 The moment restrictions

Under Assumption A.1, we get:

\[
E[\exp\{u' y_t - a(u, x_t, \theta)'[Cy_{t-1} + d(x_t, \theta)] - b(u, x_t, \theta)\}|y_{t-1}, f_t, x_t] = \exp\{a(u, x_t, \theta)'B f_t\}, \quad \forall u. \tag{3.1}
\]

\(^1\) In (3.1) the qualification \( \forall u \) means validity of the restriction for any argument \( u \) in a domain of \( \mathbb{C}^n \) such that the conditional Laplace transform is well-defined. For expository purposes, we do not make explicit this domain each time we write a nonlinear moment restriction.
The restrictions in (3.1) cannot be used directly for parameter identification, since they involve the unobserved factor $f_t$, both in the function in the right-hand side of the equation and in the conditioning set in the left-hand side. However, they can be used to derive conditional moment restrictions involving observable variables only, in two different ways.

i) First, we can integrate out both sides of equation (3.1) conditional on $x_t$. By the Iterated Expectation Theorem, we get the following conditions:

First-order nonlinear moment restrictions:

\[
E[\exp\{u' y_t - a(u, x_t, \theta)' [C y_{t-1} + d(x_t, \theta)] - b(u, x_t, \theta)\}|x_t] = E[\exp\{a(u, x_t, \theta)' Bf_t\}|x_t], \quad \forall u,
\]

(3.2)

where the conditional expectation in the right hand side is w.r.t. the (parametric, or nonparametric) model distribution of $f_t$ given $x_t$. This is a continuum set of moment restrictions, since the argument $u$ can vary over some domain in $C^n$.

ii) Second, in the framework of panel data with stochastic fixed effect, conditions (3.1) can be combined to eliminate the common effect $f_t$ in the right hand side. Then, by applying the conditional expectation given $x_t, y_t$, we get moment restrictions which involve parameters $B, C, \theta$ only. This extension of the quasi-differencing method to a nonlinear cross-sectional framework is discussed in the next subsection.

### 3.2 Nonlinear cross-differencing for panel data

Let us focus in this subsection on panel data with stochastic time effect (see Examples 1 and 2). We assume:

**Assumption A.1**: 

i) Variables $y_{i,t}$ and $f_t$ are one-dimensional.

ii) The individual histories $(y_{i,t}, x_{i,t}, t$ varying), for $i = 1, \ldots, n$, are independent conditional on $f_t$.

iii) The individual conditional Laplace transform is given by:

\[
E[\exp(u y_{i,t})|y_{t-1}, f_t, x_t] = \exp\{a(u, x_{i,t}, \theta)[f_t + cy_{i,t-1} + d(x_{i,t}, \theta)] + b(u, x_{i,t}, \theta)\}.
\]
Assumption A.1* is a stronger version of Assumption A.1, which is suitable for the panel data setting.

The moment restrictions (3.1) can be written for the different individuals as:

\[
E \left[ \exp \left\{ uy_{i,t} - a(u, x_{i,t}, \theta)[cy_{i,t-1} + d(x_{i,t}, \theta)] - b(u, x_{i,t}, \theta) \right\} | y_{i,t-1}, f_t, x_t \right]
\]

\[= \exp \left[ a(u, x_{i,t}, \theta) f_t \right], \quad \forall u, \forall f_t, \forall i = 1, \ldots, n. \quad (3.3)\]

Let us also assume:

**Assumption A.4***: The function \( u \rightarrow a(u, x_{i,t}, \theta) \) is continuous and strictly monotonous w.r.t. the argument \( u \), for any given \( x_{i,t} \) and \( \theta \).

Under Assumption A.4* we can define:

\[u(v, x_{i,t}, \theta) \text{ as the solution of the equation } a(u, x_{i,t}, \theta) = v,\]

and replace argument \( u \) by \( u(v, x_{i,t}, \theta) \) in equation (3.3). We get:

\[
E \left[ \exp \left\{ u(v, x_{i,t}, \theta)y_{i,t} - v[cy_{i,t-1} + d(x_{i,t}, \theta)] - b[u(v, x_{i,t}, \theta), x_{i,t}, \theta] \right\} | y_{i,t-1}, f_t, x_t \right]
\]

\[= \exp(v f_t), \quad \forall v, \forall f_t, \forall i = 1, \ldots, n. \]

Then, let us consider a pair of individuals \( i \) and \( j \), with \( i \neq j \). We deduce:

\[
E \left[ \exp \left\{ u(v, x_{i,j}, \theta)y_{j,t} - v[cy_{j,t-1} + d(x_{i,t}, \theta)] - b[u(v, x_{i,j}, \theta), x_{j,t}, \theta] \right\} | y_{j,t-1}, f_t, x_t \right]
\]

\[= E \left[ \exp \left\{ u(v, x_{j,i}, \theta)y_{i,t} - v[cy_{i,t-1} + d(x_{j,t}, \theta)] - b[u(v, x_{j,i}, \theta), x_{i,t}, \theta] \right\} | y_{i,t-1}, f_t, x_t \right], \]

\[\forall v, \forall i, j, i \neq j. \]

These restrictions still depend on the unobservable component through the conditioning sets. But, by taking the conditional expectations of both sides with respect to \( y_{i,t-1}, y_{j,t-1}, x_t \), and by using Assumption A.1*, we get the following set of moment restrictions:

**First-order nonlinear moment restrictions with cross-differencing:**

\[
E \left[ \exp \left\{ u(v, x_{i,t}, \theta)y_{j,t} - v[cy_{j,t-1} + d(x_{i,t}, \theta)] - b[u(v, x_{i,t}, \theta), x_{j,t}, \theta] \right\} | y_{j,t-1}, y_{i,t-1}, x_t \right]
\]

\[= E \left[ \exp \left\{ u(v, x_{j,t}, \theta)y_{i,t} - v[cy_{i,t-1} + d(x_{j,t}, \theta)] - b[u(v, x_{j,t}, \theta), x_{i,t}, \theta] \right\} | y_{j,t-1}, y_{i,t-1}, x_t \right], \]

\[\forall v, \forall i, j, i \neq j. \quad (3.4)\]

We get a continuum of moment restrictions that is indexed by the pairs of individuals. The restrictions involve parameters \( c \) and \( \theta \) of the affine regression model, but no parameters of the distribution of the stochastic time effect. They are generically **sufficient to identify all regression parameters**.
This approach is easily extended to multidimensional panel data $y_t = (y_{1,t}, \ldots, y_{K,t})'$ with stochastic time effects $f_t = (f_{1,t}, \ldots, f_{K,t})'$ specific to each type of variable. However, this approach is not applicable to time series (corresponding to a single "individual" only), where the heterogeneity of the factor sensitivities is not observable and involves unknown parameters $b_i$. It is also not applicable to Example 3 in which the effort variable depends also on the individual.

The approach above is a nonlinear cross-sectional extension of the standard quasi-differencing approach usually proposed for panel data with fixed individual effect and based on the first-order moments only [see Mullahy (1997), Wooldridge (1997), (1999)]. Indeed, the derivative of a Laplace transform $E[\exp(uy_{i,t})]$ w.r.t. argument $u$ at $u = 0$ is equal to the expectation $E(y_{i,t})$, if this expectation exists. By construction, we have $a(0, x_{i,t}, \theta) = 0$, $\forall x_{i,t}, \forall \theta$. Thus, an analysis of the restrictions in a neighbourhood of $u = 0$ is equivalent to an analysis in a neighbourhood of $v = 0$. The similar restrictions based on the first-order moments are simply deduced from (3.4) by equating the derivatives of both sides of equation (3.4) with respect to $v$ at $v = 0$. Our approach takes into account not only the first-order moment of appropriate transformations of the observations, but also higher-order moments by means of the exponential transform with varying argument $v$. Thus, the set of moment restrictions (3.4) is more informative than the ones usually considered in the panel literature and based on the first-order moment only.

By comparing the moment estimators based on the nonlinear moment restrictions with cross-differencing (3.4) with the standard quasi-differencing based on first-order moments only, we may construct new specification tests.

**Example 2 (continues):**

Let us illustrate the approach above with the model for count panel data. We have $y_{i,t} | y_{i,t-1}, f_t, x_t \sim P(f_t + x_{i,t} \alpha + y_{i,t-1} c)$. The conditional Laplace transform is:

$$E[\exp(uy_{i,t}) | y_{i,t-1}, f_t, x_t] = \exp\{-(f_t + x_{i,t} \alpha + y_{i,t-1} c)(1 - \exp u)\},$$

with function $a$ in Assumption A.1* given by $a(u) = 1 - \exp(u)$, independent of parameters and regressors. The moment restrictions (3.4) become:

$$E\left[\exp\{uy_{j,t} + (1 - \exp u)(x_{j,t} \alpha + y_{j,t-1} c)\} | y_{j,t-1}, f_t, x_t\right] = E\left[\exp\{uy_{j,t} + (1 - \exp u)(x_{j,t} \alpha + y_{j,t-1} c)\} | y_{j,t-1}, f_t, x_t\right], \forall i \neq j, \forall u.$$

Since function $a$ is independent of the regressors, we have not applied the change of argument, which
is simply:

\[ 1 - \exp u = v \iff u = \log(1 - v). \]

By considering the first-order expansion w.r.t. \( u \) at \( u = 0 \), the equations above become:

\[
E\left[y_{i,t} - x_{i,t} \alpha - y_{i,t-1} c | y_{i,t-1}, y_{j,t-1}, x_t \right] = E\left[y_{j,t} - x_{j,t} \alpha - y_{j,t-1} c | y_{i,t-1}, y_{j,t-1}, x_t \right], \quad \forall i \neq j,
\]

which are the moment restrictions considered in Windmeijer (2000), Blundell et al. (2002).

### 3.3 Identification of the marginal distribution of \( f_t \)

Let us now come back to the general specification in Assumptions A.1-A.2. The system of moment restrictions described in (3.2) is valid for any value of argument \( u \), whenever the Laplace transform exists. Since the moment restrictions are conditional on \( x_t \), these restrictions are also valid for values \( u_t \) of the argument that are functions of \( x_t \) and possibly of parameters \( B, C \) and \( \theta \). Assumption A.4 below introduces a new argument \( v \), say.

**Assumption A.4:** There exist a change of argument from \( u \) to \( v = (v'_1, v'_2)' \in \mathbb{R}^K \times \mathbb{R}^{n-K} \), such that \( u(v, x_t, \theta, B) \), say, satisfies the equation:

\[
a[u(v, x_t, \theta, B), x_t, \theta]'B = v'_1, \quad \forall v, B, \theta, x_t.
\]

Under Assumptions A.1-A.4 we deduce from (3.2) the following moment conditions:

**Nonlinear first-order moment restrictions for the marginal distribution of \( f_t \):**

\[
E[\exp\{u(v, x_t, \theta, B)' y_t - a[u(v, x_t, \theta, B), x_t, \theta]'[C y_{t-1} + d(x_t, \theta)] - b[u(v, x_t, \theta, B), x_t, \theta]\}|x_t] = E[\exp(v'_1 f_t)|x_t], \quad \forall v.
\]

System (3.5) allows for identifying the conditional distribution of \( f_t \) given \( x_t \), and also the unconditional (stationary) distribution of process \( (f_t) \), once the regression parameters \( B, C, \theta \) are known. It also allows in general to identify some functions of the regression parameters, when the number \( K \) of linearly independent components of \( f_t \) is strictly smaller than the dimension \( n \) of the endogenous variable.

---

2For panel data, Assumption A.4* implies Assumption A.4, since the arguments \( u \) and \( v \) are both scalar.
3.4 Identification by the first-order nonlinear moment restrictions

The discussions above provide identification properties from the first-order nonlinear moment restrictions (3.1). The identification properties summarized below are generic, since these properties can require additional analysis of the way regression parameters $B, C, \theta$ and parameters of the distribution of $(f_t)$ are introduced in each model. This will be illustrated in the examples of Subsection 3.5.

**Proposition 1:** Under Assumptions A.1-A.4 (or A.1*-A.4*), generically, the first-order nonlinear moment restrictions identify:

i) The conditional distribution of $f_t$ given $x_t$, once the parameters $B, C, \theta$ are known [by restrictions (3.5)];

ii) The parameters $B, C, \theta$ by nonlinear cross-differencing; then, the conditional distribution of $f_t$ given $x_t$ is nonparametrically identified, for a panel data model with stochastic time effect [by restrictions (3.4) and (3.5)].

iii) The regression parameters $B, C, \theta$ and the parameters characterized by the conditional distribution of $f_t$ given $x_t$, when the distribution of the factor and covariates is specified parametrically [by restrictions (3.5)]. The parameters characterizing the dynamic of $(f_t)$ (conditional on the covariates) are not identifiable.

In models without covariates, the identification properties above concern the unconditional (stationary) distribution of the factor $f_t$, but not its dynamics in general.

3.5 Examples

As an illustration let us discuss parameter identification from the first-order nonlinear moment restrictions in the factor models encountered in Finance (see Examples 4 and 5). These models have no observable covariates. We consider i) a pure Gaussian model, ii) a conditionally Gaussian model with one factor featuring a stochastic volatility. The Gaussian example shows how the restrictions are related to the identifiability conditions encountered in the standard factor model underlying the singular value decomposition [see e.g. Anderson (2003)] and to the identification problems encountered in Structural VAR models [see e.g. Sims (1980), Forni et al. (2000) and Alessi et al. (2008)]. The model with stochastic volatility shows that identifiability may become easier in a nonlinear dynamic framework.

Example 5: A Gaussian model with common factor and contagion (continues).
Let us consider the dynamic system:

\[
\begin{cases}
    y_t &= Bf_t + Cy_{t-1} + \Sigma^{1/2} \varepsilon_t, \\
    f_t &= \Phi f_{t-1} + (I_d - \Phi \Phi')^{1/2} \eta_t,
\end{cases}
\]  

(3.6)

where \( \text{dim}(y_t) = n \), \( \text{dim}(f_t) = K \), the variance-covariance matrix \( \Sigma \) is diagonal, and the vector of error terms is a standard Gaussian white noise \( (\varepsilon_t', \eta_t')' \sim \text{IN}(0, I_d) \). The instantaneous cross-sectional dependence is entirely captured by the effect of the exogenous common factor \( f_t \). Without loss of generality, this multidimensional unobservable factor is normalized by setting its unconditional variance equal to the identity matrix. The serial dependence between the current and lagged values of the endogenous variable is due to the dynamic of the common factor, but also to the effect of lagged observable value \( y_{t-1} \), which represents the contagion phenomena. The joint process \( (y'_t, f'_t)' \) admits a Gaussian structural VAR(1) representation, and the stationarity condition requires that the eigenvalues of matrices \( C \) and \( \Phi \) are smaller than one in modulus. Let us distinguish three cases, depending on the values of matrix parameters \( C \) and \( \Phi \).

i) In the special case where \( C = 0 \) and \( \Phi = 0 \), we get:

\[
y_t = Bf_t + \Sigma^{1/2} \varepsilon_t = B\eta_t + \Sigma^{1/2} \varepsilon_t.
\]

Thus, the observations \( y_t \), for \( t \) varying, are \( \text{IN}(0, \Sigma + BB') \). This is the static linear factor model used in exploratory factor analysis [Lawley, Maxwell (1971), Anderson (2003)]. In this framework, the first-order nonlinear moment restrictions (3.2) become:

\[
E_0[\exp(u'y_t)] = \exp \left\{ \frac{u'(\Sigma + BB')u}{2} \right\}, \quad \forall u,
\]

(3.7)

where \( E_0 \) denotes the expectation with respect to the Data Generating Process (DGP). Therefore, the continuum of moment restrictions (3.7) allows for identifying the transformed parameter \( \Sigma_0 + B_0B'_0 \), where \( \Sigma_0 \) and \( B_0 \) denote the true values of the parameters. However, the identification of matrix \( \Sigma_0 + B_0B'_0 \) is in general not sufficient for identifying matrices \( \Sigma_0 \) and \( B_0 \) themselves. For instance, we have \( \Sigma_0 + B_0B'_0 = \Sigma_0 + B_0Q(B_0Q)' \) for any orthogonal \((K, K)\) matrix \( Q \). Therefore, identification requires additional constraints, such as: matrix \( B_0'B_0 \) is diagonal. Then, the order condition is satisfied if the number of linearly independent identifiable parameters \( n(n + 1)/2 \) is larger than, or equal to, the number of free structural parameters \( n(1 + K) - K(K - 1)/2 \), that is, if \( \frac{1}{2}((n + K)^2 - (n + K)) \geq 0 \). This order condition is not sufficient for identification of the matrices \( \Sigma_0 \) and \( B_0 \) [see e.g. Lawley,
Maxwell (1971), Section 2.3, for counterexamples, and Anderson, Rubin (1956) for either sufficient, or necessary, identification conditions). If we assume $\Sigma_0 = \sigma_0^2 Id$, then scalar $\sigma_0^2$ is the smallest eigenvalue of matrix $\Sigma_0 + B_0B_0$, and is identifiable.

\[ E_0 \left[ \exp \left( u'(y_t - C y_{t-1}) \right) \right] = \exp \left( \frac{u' (\Sigma + BB') u}{2} \right), \forall u. \tag{3.8} \]

Since the joint vector $(y_t, y_{t-1})'$ is multivariate Gaussian, the continuum of moment restrictions (3.8) is equivalent to:

\[ V_0(y_t - C y_{t-1}) = \Sigma + BB', \tag{3.9} \]

that is:

\[ \Gamma_0(0) - \Gamma_0(1)C' - CT_0(1)' + CT_0(0)C' = \Sigma + BB', \tag{3.10} \]

where $\Gamma_0(0) = V_0(y_t)$ and $\Gamma_0(1) = Cov_0(y_t, y_{t-1})$ are the unconditional variance, and the first-order autocorrelation, respectively, of process $(y_t)$ under the DGP. Equation (3.10) is a linear combination of the first two Yule-Walker equations for VAR process $(y_t)$, that are:

\[ \Gamma_0(0) = CT_0(1)' + \Sigma + BB', \]

\[ \Gamma_0(1) = CT_0(0). \]

These Yule-Walker equations jointly identify the true parameters $C_0$ and $\Sigma_0 + B_0B_0$.

Let us now study identification of the true parameters from equation (3.9). We have:

\[ V_0(y_t - C y_{t-1}) = V_0[y_t - C_0 y_{t-1} - (C - C_0)y_{t-1}] \]

\[ = V_0[B_0 f_t + \Sigma_0^{1/2} \varepsilon_t - (C - C_0)y_{t-1}] \]

\[ = \Sigma_0 + B_0B_0' + (C - C_0)\Gamma_0(0)(C - C_0)'. \tag{3.11} \]

Thus, we have to look for the solutions $(\Sigma, B, C)$ of the matrix equation:

\[ \Sigma_0 + B_0B_0' + (C - C_0)\Gamma_0(0)(C - C_0)' = \Sigma + BB', \tag{3.12} \]

where $B_0$ and $B$ are matrices of full rank $K = \dim(f_t)$, such that $B_0B_0$ and $B'B$ are diagonal. This matrix equation corresponds to a system of $n(n+1)/2$ nonlinear equations that involve $n(1 + K + n) - K(K - 1)/2$ unknown free parameters in matrices $\Sigma$, $B$ and $C$. For any $n \geq K \geq 1$, we have...
\[ n(1 + K + n) - K(K - 1)/2 > n(n + 1)/2, \] i.e., more unknown parameters than equations, and the order condition is not satisfied. Let us denote \( \mathcal{E}_0 \) the set of solutions \((\Sigma, B, C)\) of system (3.12). We deduce easily from (3.12) the following property:

**Proposition 2:** We have \((\Sigma, B, C) \in \mathcal{E}_0\) if, and only if:

\[ \Sigma - \Sigma_0 + BB' - B_0B_0' \succeq 0, \]

where \(\succeq\) denotes the ordering on symmetric matrices. Then, \(C = C_0 - D\Gamma_0(0)^{-1/2}\), where \(D\) is a \((n,n)\) matrix such that \(DD' = \Sigma - \Sigma_0 + BB' - B_0B_0'\).

We deduce the next two corollaries.

**Corollary 1:** The parameters are not point identifiable from system (3.12).

**Proof:** Parameter \((\Sigma_0, B_0, C_0)\) is point identifiable if and only if the set \(\mathcal{E}_0\) is a singleton, consisting of the single point \((\Sigma_0, B_0, C_0)\). This condition is not satisfied. For instance, the condition \(\Sigma - \Sigma_0 + BB' - B_0B_0' \succeq 0\) is satisfied when the smallest eigenvalue of matrix \(\Sigma - \Sigma_0\) is larger than, or equal to, the largest eigenvalue of matrix \(B_0B_0'\). Then, there exist several ways to derive matrix \(D\), for instance by considering the square root of matrix \(\Sigma - \Sigma_0 + BB' - B_0B_0'\), or its Cholevski decomposition. Q.E.D.

However, the parameters are set identifiable, i.e., they are functions of set \(\mathcal{E}_0\), under the identification condition for a static factor model (see paragraph \(\text{i}\)).

**Corollary 2:** Suppose that parameters \(B_0\) and \(\Sigma_0\) are identifiable from matrix \(\Sigma_0 + B_0B_0'\). Then, the parameters are set identifiable.

**Proof:** From system (3.12) we have \(\Sigma + BB' \succeq \Sigma_0 + B_0B_0'\). We deduce:

\[ \Sigma_0 + B_0B_0' = \min\{\Sigma + BB' : (\Sigma, B, C) \in \mathcal{E}_0\}, \]

where the minimum is with respect to the ordering on symmetric matrices. Thus, \(\Sigma_0 + B_0B_0'\) is set identifiable. By assumption, the set identifiability of \(\Sigma_0\) and \(B_0\), and hence of \(C_0\), follows. Q.E.D.

Corollary 2 shows that the order condition is not necessary for set identification. Moreover, some information in the Yule-Walker equations of order 0 and 1 is redundant for the purpose of set identification.

If we assume \(\Sigma_0 = \sigma_0^2 Id\), Corollary 2 and the results in paragraph \(\text{i}\) imply that the parameters are set identifiable. For such a case, the proof of identifiability suggests a consistent estimation method.
Let us denote $G_T(\sigma^2, B, C)$ a criterion based on moment restrictions (3.8) such that $G_T$ tends to a nondegenerate limit $G_\infty$, say, when the sample size $T$ tends to infinity. Due to the lack of point identifiability, the moment estimator defined by:

$$(\hat{\sigma}^2_T, \hat{B}_T, \hat{C}_T) = \arg \min_{\sigma^2, B, C} G_T(\sigma^2, B, C),$$

where the minimization is such that matrix $B'B$ is diagonal, converges for $T$ large towards the set $E_0$, but not necessarily to the true value of the parameter $(\sigma^2_0, B_0, C_0)$.

Corollary 2 suggests how to modify the optimization criterion to recover consistency. Let us recall that two symmetric matrices of the same size $A_0$ and $A_1$ are ordered $A_0 \succeq A_1$ if, and only if, their ranked eigenvalues $\lambda_1(A) \geq \cdots \geq \lambda_K(A)$ are such that: $\lambda_j(A_0) \geq \lambda_j(A_1)$, for all $j = 1, \ldots, K$. Thus, to get the consistency, the estimation criterion has to be penalized:

$$(\hat{\sigma}^2_T, \hat{B}_T, \hat{C}_T) = \arg \min_{\sigma^2, B, C} \left\{ G_T(\sigma^2, B, C) + \alpha_T \left[ \sigma^2 + \lambda_1(BB') + \cdots + \lambda_K(BB') \right] \right\},$$

where the minimization is such that matrix $B'B$ is diagonal and the positive weight $\alpha_T$ tends to 0 at an appropriate speed when $T$ tends to infinity. The study of the properties of such an estimator is beyond the scope of this paper.

iii) Finally, let us consider the general case in which both matrices $\Phi$ and $C$ are unconstrained, that is, a model with both contagion and dynamic factor. This model is a state space specification, with state vector $Z_t = (y_t', f_t')'$ following a constrained VAR(1) dynamics, and measurement equation $y_t = (I_{d_n}, 0)Z_t$. Darolles, Dubecq, Gourieroux (2014) show that the loadings matrix $B$ is identifiable under a full-rank condition for a multivariate partial autocovariance of order 2 of the observable process. This identification strategy relies on the fact that the linear combinations of the components of $y_t$, which are immune to the unobserved factor $f_t$, are uncorrelated with $y_{t-2}$, $y_{t-3}$, ..., conditional on $y_{t-1}$. In the light of this result involving second-order autocovariances, we expect that the nonlinear moment restrictions at order 1 in (3.10) are not sufficient for identification. Let us check this. When the unobservable factor is dynamic, $y_t - C_0y_{t-1} = B_0f_t + \Sigma_0^{1/2} \varepsilon_t$ is not necessarily uncorrelated with the lagged value $y_{t-1}$. From equations (3.9) and (3.11), the nonlinear moment restrictions are:

$$\Sigma_0 + B_0B_0' + (C - C_0)\Gamma_0(0)(C - C_0)' + \Lambda_0(C - C_0)' + (C - C_0)\Lambda_0' = \Sigma + BB',$$

where matrix $\Lambda_0 = \text{Cov}_0(y_t - C_0y_{t-1}, y_{t-1}) = \Gamma_0(1) - C_0\Gamma_0(0)$ does not vanish in general. The matrix equation (3.13) does not involve the factor dynamic parameter $\Phi$, which is therefore unidentifi-
able from the first-order restrictions. Moreover, this matrix equation does not admit a unique solution for $(\Sigma, B, C)$, and parameters $(\Sigma_0, B_0, C_0)$ are not point identified as well. Furthermore, the extremal property of matrix $\Sigma + BB'$ with respect to the solution set $E_0$ does not apply when matrix $\Phi_0$ is not zero, and the parameters $(\Sigma_0, B_0, C_0)$ are not set identifiable.

This lack of identification was expected in the light of the discussion of identification in Structural VAR (SVAR) models. The SVAR models are in general approximations of structural dynamic models, with constraints on parameters and different types of shocks, either structural shocks with economic interpretations and effects on all variables, or measurement errors. In our framework the structural shocks correspond to the innovations on the common factors, whereas the $\epsilon_t$ are representing the measurement errors. The first-order moment restrictions inherit the identification problems usually encountered with the Gaussian SVAR model. In the general case the parameters are not point identifiable from conditions (3.13). However as usual they may become identifiable if additional restrictions on parameters deduced from the structural models complete appropriately the conditions (3.13). This has to be considered for each SVAR case by case. Finally the possibility to almost identify the parameters in case ii) by a “corner solution” is mathematically similar to the structural identification by sign restrictions proposed by e.g. Uhlig (2005), Cheri, Kehoe, McGrattan (2008), but has no structural interpretation.

**Example 7: A conditionally Gaussian factor model with stochastic volatility in the factor.**

Let us consider the following multivariate model:

$$y_t = \beta f_{1,t}^{1/2} \eta_t + \varepsilon_t,$$  

(3.14)

where $f_t = (f_{1,t}, \eta_t)$ is a bivariate factor, the scalar processes $(f_{1,t})$, $(\eta_t)$ and the $n$-dimensional process $(\varepsilon_t)$ are mutually independent, with $\varepsilon_t \sim \text{INN}(0, \Sigma)$, $\eta_t \sim \text{INN}(0, 1)$. The process $(f_{1,t})$ is an Autoregressive Gamma (ARG) Markov process with conditional Laplace transform:

$$E\{\exp(uf_{1,t})|f_{1,t-1}\} = \exp \left\{ \frac{\gamma cf_{1,t-1}}{1 - cu} - \nu \log(1 - cu) \right\},$$  

(3.15)

corresponding to a noncentral gamma transition distribution, where $\nu > 0$ is the degree of freedom parameter, $c > 0$ is a scale parameter, and $\gamma > 0$ is such that $\gamma c$ is the first-order autocorrelation (see Section 2.1). The unconditional distribution of $f_{1,t}$ is a central gamma distribution, and, without loss of generality, it is possible to choose the parameters of the ARG process such that the unconditional scale parameter is equal to 1. This condition applies when $c = 1/(1 + \gamma)$. Then, $f_{1,t} \sim \gamma(\nu)$.

A first idea might be to compute the unconditional variance of $y_t$, that is, the matrix:

$$V(y_t) = \beta V(f_{1,t}^{1/2} \eta_t)\beta' + V(\varepsilon_t) = \nu \beta \beta' + \Sigma.$$  

(3.16)
However, since the matrix $\Sigma$ has not been assumed diagonal, we cannot use these moment restrictions to identify parameters $\nu$, $\beta$ and $\Sigma$ separately. Moreover, even if matrix $\Sigma$ were diagonal, and the variance components $\nu \beta \beta'$ and $\Sigma$ were identifiable, the degree of freedom $\nu$ and the loadings vector $\beta$ would not be separately identifiable from (3.16).

Let us now consider the first-order nonlinear moment restrictions. They are given by:

$$E[\exp(u'y_t)] = \exp\left(\frac{u'\Sigma u}{2}\right) E\left[\exp\left(\frac{(u'\beta f_{1,t}^1/2)}{2}\eta_t\right)\right]$$

(3.16) (by Iterated Expectation Theorem)

$$= \exp\left\{\frac{u'\Sigma u}{2} - \nu \log \left(1 - \frac{(u'\beta)^2}{2}\right)\right\}, \forall u.$$

Thus, for identification analysis we have to consider the system:

$$\frac{u'\Sigma u}{2} - \nu \log \left(1 - \frac{(u'\beta)^2}{2}\right) = \frac{u'\Sigma_0 u}{2} - \nu_0 \log \left(1 - \frac{(u'\beta_0)^2}{2}\right), \forall u. \quad (3.17)$$

By using the linear independence between the quadratic and logarithmic functions, we deduce:

$$u'\Sigma u = u'\Sigma_0 u, \forall u \Leftrightarrow \Sigma = \Sigma_0,$$

$$\nu \log \left(1 - \frac{(u'\beta)^2}{2}\right) = \nu_0 \log \left(1 - \frac{(u'\beta_0)^2}{2}\right), \forall u.$$  

By identifying the quadratic and quartic terms in argument $u$ in the expansion of the two sides of the second subsystem in a neighbourhood of $u = 0$, we get $\nu = \nu_0, (u'\beta)^2 = (u'\beta_0)^2, \forall u$, which implies $\beta = \beta_0$. Therefore parameters $\nu$, $\beta$ and $\Sigma$ are all identifiable. The parameter identifiability becomes simpler in this nonlinear dynamic framework compared to Example 5, due to the different laws of factor $f_{1,t}$ and innovation $\varepsilon_t$ [see equation (3.17)].

4 Higher-order nonlinear moment restrictions

In general the first-order nonlinear moment restrictions (3.1) are not sufficient to identify the entire set of parameters of the models. When the distribution of $(f_t)$ is parametrically specified, the parameters characterizing the dynamic of $(f_t)$ are not identifiable. When the distribution of $(f_t)$ is let unspecified, we have identified neither the distribution of $(f_t)$, nor the parameters $B, C, \theta$ of the affine regression model.

We derive below second- and third-order nonlinear moment restrictions which involve higher-order lags in the endogenous variables and dynamic effects. We explain how the second-order nonlinear restrictions allow for identifying the parameters characterizing the dynamics of $(f_t)$ in the parametric
case. When the distribution of Markov process \((f_t)\) is unspecified, the complete identification of the model requires (generically) the joint use of first-, second- and third-order nonlinear moment restrictions.

### 4.1 Second-order nonlinear moment restrictions

These restrictions are derived by considering joint exponential transforms of \(y_t, y_{t-1}\) given \(y_{t-2}, f_t, x_t\), and accounting for a “correction” factor. Let us define:

\[
\psi_t(u, \theta, C) = a(u, x_t, \theta)'[C y_{t-1} + d(x_t, \theta)] + b(u, x_t, \theta).
\]

We have by equation (3.1) and the Iterated Expectation Theorem:

\[
E[\exp(u'y_t - \psi_t(u, \theta, C) + \bar{u}'y_{t-1} - \psi_{t-1}(\bar{u}, \theta, C))|y_{t-2}, f_t, x_t] = E\{E[\exp(u'y_t - \psi_t(u, \theta, C))|y_{t-1}, f_t, x_t]\exp(\bar{u}'y_{t-1} - \psi_{t-1}(\bar{u}, \theta, C))|y_{t-2}, f_t, x_t]\}
= \exp[a(u, x_t, \theta)'B f_t]E[\exp(\bar{u}'y_{t-1} - \psi_{t-1}(\bar{u}, \theta, C))|y_{t-2}, f_t, x_t]
= \exp[a(u, x_t, \theta)'B f_t + a(\bar{u}, x_{t-1}, \theta)'B f_{t-1}], \quad \forall u, \bar{u}.
\]

Then, we apply the conditional expectation given \(x_t\) only on both sides of the above equation. We get:

**Second-order nonlinear moment restrictions**:

\[
E\left\{ \exp \left\{ u'y_t - \psi_t(u, \theta, C) + \bar{u}'y_{t-1} - \psi_{t-1}(\bar{u}, \theta, C) \right\} | x_t \right\} = E[\exp[a(u, x_t, \theta)'B f_t + a(\bar{u}, x_{t-1}, \theta)'B f_{t-1}] | x_t], \quad \forall u, \bar{u}.
\]

We get another continuum of moment restrictions, which can be used to complete identification. Since \(a(0, x_t, \theta) = 0\) and \(b(0, x_t, \theta) = 0\), for argument \(\bar{u} = 0\) the second-order nonlinear moment restrictions (4.2) boil down to the first-order restrictions (3.2).

To recover the joint Laplace transform of \((f_t, f_{t-1})\) conditional on \(x_t\), we need a change of arguments. Under Assumption A.4, there exists a change of variables from argument \(u\) to argument \(v = (v_1', v_2')' \in \mathbb{R}^K \times \mathbb{R}^{n-K}\), and from argument \(\bar{u}\) to argument \(\bar{v} = (\bar{v}_1', \bar{v}_2')' \in \mathbb{R}^K \times \mathbb{R}^{n-K}\), such that \(u(v, x_t, \theta, B)\) and \(u(\bar{v}, x_{t-1}, \theta, B)\) satisfy:

\[
a[u(v, x_t, \theta, B), x_t, \theta]'B = v_1', \quad a[u(\bar{v}, x_{t-1}, \theta, B), x_{t-1}, \theta]'B = \bar{v}_1', \quad \forall v, \bar{v}, x_t, x_{t-1}, \theta, B.
\]
From equation (4.2) we get:

\[
E \left[ \exp \left\{ u(v, x_t, \theta, B)'y_t - \psi_t[u(v, x_t, \theta, B), \theta, C] \right\} 
+ u(\tilde{v}, x_{t-1}, \theta, B)'y_{t-1} - \psi_{t-1}[u(\tilde{v}, x_{t-1}, \theta, B), \theta, C] \right] | x_t 
\]

\[
= E[\exp\{v_1'f_t + \tilde{v}_1'f_{t-1}\}|x_t], \quad \forall v, \tilde{v}.
\]

(4.3)

We have the following (generic) identification property.

**Proposition 3:** Under Assumptions A.1-A.4, the first- and second-order nonlinear moment restrictions [i.e. restrictions (4.3)] allow for identifying (generically):

i) The complete model, if the conditional distribution of process \( f_t \) given \( x_t \) is specified parametrically.

ii) The joint distribution of \( f_t, f_{t-1} \) conditional on \( x_t \), if the regression parameters are known and the (conditional) distribution of process \( f_t \) is let unspecified.

### 4.2 Third-order nonlinear moment restrictions

The technique developed in Subsection 4.1 can be applied at any lag. The third-order nonlinear moment restrictions are derived by applying the Iterated Expectation Theorem to the joint Laplace transform of \( y_t, y_{t-1}, y_{t-2} \) given \( y_{t-3}, f_t, x_t \) (see Appendix 1). These moment restrictions relate the regression parameters and the joint distribution of \( f_t, f_{t-1}, f_{t-2} \).

For expository purpose, let us focus on the case without observable exogenous covariates \( x_t \). Then, from the third-order nonlinear moment restrictions we identify in particular the conditional transition of the unobserved component at horizon 1: \( g_1(f_t|f_{t-1}; B, C, \theta) \), and the conditional transition at horizon 2: \( g_2(f_t|f_{t-2}; B, C, \theta) \), say, once the regression parameters \( B, C, \theta \) are known. However, by the Markov Assumption A.3, we get the Kolmogorov relationship:

\[
g_2(f_t|f_{t-2}; B, C, \theta) = \int g_1(f_t|f_{t-1}; B, C, \theta)g_1(f_{t-1}|f_{t-2}, B, C, \theta)df_{t-1}, \quad (4.4)
\]

\[\forall f_t, f_{t-2}, B, C, \theta,\]

that is an infinite number of moment restrictions, which can be used to identify the regression parameters.

**Proposition 4:** Under Assumptions A.1-A.4, the first-, second- and third-order nonlinear moment restrictions (generically) identify the regression parameters and the unspecified transition of process
4.3 Examples

Example 5: A Gaussian model with common factor and contagion (continues).

The nonlinear moment restrictions at order 1, 2 and 3 are derived in Appendix 2.1. They are:

\[ \begin{align*}
\Gamma_0(0) + CT_0(0)C' &- \Gamma_0(1)C' - CT_0(1)' = BB' + \Sigma, \text{ for order 1,} \\
\Gamma_0(1) + CT_0(1)C' &- \Gamma_0(2)C' - CT_0(0) = B\Phi B', \text{ to be added for order 2,} \\
\Gamma_0(2) + CT_0(2)C' &- \Gamma_0(3)C' - CT_0(1) = B\Phi^2 B', \text{ to be added for order 3,}
\end{align*} \]  

(4.5)

where the autocovariance function \( \Gamma_0(h) = \text{Cov}_0(y_t, y_{t-h}) \) is identifiable. We explain in Appendix 2.2 that these nonlinear restrictions are well-chosen (parameter-dependent) linear combinations of a subset of the Yule-Walker equations for the VAR(1) process \((y_t', f_t')'\). Such linear combinations of Yule-Walker equations are such that they involve the autocovariance function of the observable component \((y_t)\) only.

The number of unknown parameters is \(n^2 + nK + K^2 + n\) for matrices \(C, B, \Phi\) and \(\Sigma\), respectively, subject to \(K(K - 1)/2\) identification restrictions from the constraint that matrix \(B'B\) is diagonal. The numbers of independent nonlinear moment restrictions are: \(n(n + 1)/2\) at order 1, \(n(n + 1)/2 + n^2\) at order 2, and \(n(n + 1)/2 + 2n^2\) at order 3, respectively. As already remarked in Section 3.4, Example 5, the parameters cannot be identified from moment restrictions at order 1 only. The order condition for identification at order 2 is:

\[ n(K + 1) + K(K + 1)/2 \leq n(n + 1)/2. \]

This inequality is satisfied when the number of factors is sufficiently small with respect to the dimension of the endogenous variable.

Example 7: A conditionally Gaussian factor model with stochastic volatility in the factor (continues).

The second-order nonlinear moment restrictions are based on the unconditional Laplace transform of the joint process \((y_t', y_{t-1}')'\). We get:

\[ \begin{align*}
E[\exp(u'y_t + \tilde{u}'y_{t-1})] &= E\{E[\exp(u'y_t + \tilde{u}'y_{t-1})|f_{1,t}]\} \\
&= \exp\left(\frac{1}{2}u'\Sigma u + \frac{1}{2}\tilde{u}'\Sigma\tilde{u}\right) E\left[\exp\left(\frac{(u'\beta)^2}{2}f_{1,t} + \frac{2}{2}(\tilde{u}'\beta)^2 f_{1,t-1}\right)\right], \quad \forall u, \tilde{u}. \quad (4.6)
\end{align*} \]
Parameters $\beta_0$ and $\Sigma_0$ are identified by the first-order nonlinear moment restrictions since the factor $f_{1,t}$ has a parametric distribution (see Section 3.5). Let us now check how to identify the factor dynamics from the second-order nonlinear moment restrictions. Let us assume $\beta_{0,1} \neq 0$, and apply the conditions above to argument vectors $u = (\sqrt{2v}/\beta_{0,1}, 0, \ldots, 0)'$ and $\tilde{u} = (\sqrt{2\tilde{v}}/\beta_{0,1}, 0, \ldots, 0)'$, where $v, \tilde{v}$ are positive. We get:

$$E_0 \left[ \exp \left( \frac{\sqrt{2v}}{\beta_{0,1}} y_{1,t} + \frac{\sqrt{2\tilde{v}}}{\beta_{0,1}} y_{1,t-1} \right) \right] = E \left[ \exp \left( v(f_{1,t} + \lambda_0) + \tilde{v}(f_{1,t-1} + \lambda_0) \right) \right], \quad \forall v, \tilde{v},$$

where the shift factor $\lambda_0 = \sigma_{0,1}^2/\beta_{0,1}^2$ is identified from the first-order restrictions. Thus, we can use these second-order nonlinear moment restrictions to identify the dynamics of common factor $f_{1,t}$.

**Example 8 : Multivariate Poisson model with common stochastic intensity**

The model is defined by:

$$y_{k,t} \sim P(\beta_k f_t), \quad k = 1, \ldots, K,$$

where the count variables are independent conditional on $f_t$, and the factor dynamics is let unspecified. This model corresponds to a special case of the specification in Example 6, when the intercepts $\alpha_k$ and the contagion coefficients $c_{k,k'}$ are zero. Without loss of generality, we set $\beta_1 = 1$. Thus, one of the regression parameters is assumed known.

Let us first write the second-order nonlinear moment restrictions on $y_{1,t}, y_{1,t-1}$. We get:

$$E(\exp[\log(1-v)y_{1,t} + \log(1-\tilde{v})y_{1,t-1}]) = E[\exp(vf_t + \tilde{v}f_{t-1})]. \tag{4.7}$$

Thus the dynamics of the common intensity $f_t$ is nonparametrically identifiable.

Let us now apply the first-order nonlinear moment restrictions on $y_{k,t}$, for $k \geq 2$. We get:

$$E[\exp(uy_{k,t})] = E[\exp(-\beta_k f_t(1-\exp u))] = \psi[\beta_k(\exp u - 1)], \forall u, \tag{4.8}$$

where $\psi$ denotes the Laplace transform of the stationary distribution of $f_t$. Function $\psi$ is identifiable by (4.7), and then parameters $\beta_k, k = 2, \ldots, K$ are identifiable by (4.8).

Alternatively the identifiability of $\beta$ parameters might have been obtained by nonlinear cross-differencing. Indeed we deduce from (4.8):

$$E\{\exp[\log(1-v/\beta_k)y_{k,t}]\} = E[\exp(-v f_t)], \quad \forall k.$$  

Thus we get for any pair $(k,l)$, with $k \neq l$, the moments in cross-difference:

$$E\{\exp[\log(1-v/\beta_k)y_{k,t}]\} = E\{\exp[\log(1-v/\beta_l)y_{l,t}]\}, \quad \forall k \neq l. \tag{4.9}$$
4.4 Semi-nonparametric identification

In this section we focus on semi-nonparametric identification in the linear model with contagion and common factor of Example 5. The model is:

\[ y_t = Cy_{t-1} + Bf_t + \varepsilon_t, \quad (4.10) \]

where \((f_t)\) is a Markov process, and \((\varepsilon_t)\) is a strong white noise process independent of \((f_t)\). The distributions of processes \((\varepsilon_t)\) and \((f_t)\) are let unspecified. We assume that the unconditional distribution of \(\varepsilon_t\) and the joint distribution of \((f_t, f_{t-1})\) admit Laplace transforms in a neighbourhood of the zero arguments, that we denote by \(E[\exp(\varepsilon_t)] = \exp[\psi_\varepsilon(u)]\) and \(E[\exp(u'f_t + w'f_{t-1})] = \exp[\psi_f(u, w)]\), respectively. Model (4.10) satisfies the exponential affine property in Assumption A.1, with an infinite-dimensional parameter \(\theta\) corresponding to the log Laplace transform \(\psi_\varepsilon\) of the error distribution. The full parameter vector \((B, C, \psi_\varepsilon, \psi_f)\) contains both finite-dimensional and infinite-dimensional components, and we denote by \((B_0, C_0, \psi_{\varepsilon 0}, \psi_{f0})\) the true parameter values. We assume that the number \(K\) of factors is strictly smaller than the number of endogenous variables \(n\), and matrix \(B_0\) has full column-rank.

The nonlinear moment restrictions at order 2 are:

\[
E_0 \left[ \exp \left( u'(y_t - C_0y_{t-1}) + \tilde{u}'(y_{t-1} - C_0y_{t-2}) \right) \right] = E_0 \left[ \exp \left( u'\varepsilon_t + \tilde{u}'\varepsilon_{t-1} + u'B_0f_t + \tilde{u}'B_0f_{t-1} \right) \right] = \exp \left( \psi_{\varepsilon 0}(u) + \psi_{\varepsilon 0}(\tilde{u}) + \psi_{f0}(B_0'u, B_0'\tilde{u}) \right), \quad \forall u, \tilde{u},
\]

where \(E_0\) denotes the expectation w.r.t. the DGP. Then, the function \(h_0\) defined by:

\[
h_0(u, \tilde{u}, C) = \log E_0 \left[ \exp \left( u'(y_t - C_0y_{t-1}) + \tilde{u}'(y_{t-1} - C_0y_{t-2}) \right) \right], \quad (4.11)
\]

is such that:

\[
h_0(u, \tilde{u}, C_0) = \psi_{\varepsilon 0}(u) + \psi_{\varepsilon 0}(\tilde{u}) + \psi_{f0}(B_0'u, B_0'\tilde{u}), \quad \forall u, \tilde{u}. \quad (4.12)
\]

The quantity \(h_0(u, \tilde{u}, C)\) depends on the DGP through the expectation \(E_0\). Since this expectation involves the observable variables only, the function \(h_0 : (u, \tilde{u}, C) \to h_0(u, \tilde{u}, C)\) is identifiable.

The cross-terms of function \(h_0(., ., C_0)\) with respect to arguments \(u\) and \(\tilde{u}\), which capture dependence between variables \(y_t - C_0y_{t-1}\) and \(y_{t-1} - C_0y_{t-2}\), are due to the serial persistence of the unobservable factor process. These cross-terms have specific patterns. Indeed, from equation (4.12), function \(h_0(., ., C_0)\) is additively separable w.r.t. arguments \(u, \tilde{u}\) on the linear subspace defined by the condition \(B_0'u\) (that is, the subspace in which the argument \(u\) is orthogonal to the column space of matrix \(B_0\)) and on the linear subspace defined by \(B_0'\tilde{u}\). The arguments \(u\) and \(\tilde{u}\) on such linear subspaces
define linear combinations of the components of $y_t$ that are immune to the common factor $f_t$, and thus variables $u'(y_t - C_0 y_{t-1})$ and $\tilde{u}'(y_{t-1} - C_0 y_{t-2})$ are independent. We exploit these cross-terms patterns for identification. The matrix of second-order mixed partial derivatives of function $h_0(.,.,C_0)$ is:

$$\frac{\partial^2 h_0^2(u,\tilde{u},C_0)}{\partial u \partial \tilde{u}'} = B_0 \frac{\partial^2 \psi_0^0(B_0'u, B_0'\tilde{u})}{\partial v \partial w'} B_0', \quad (4.13)$$

This matrix has reduced rank smaller or equal to $K$, for all $u, \tilde{u}$. Moreover, if $(u, \tilde{u})$ is such that $\partial^2 \psi_0^0(B_0'u, B_0'\tilde{u})/\partial v \partial w'$ is full-rank, the kernel of matrix $\partial h_0^2(u,\tilde{u},C_0)/\partial u \partial \tilde{u}'$ is equal to the orthogonal complement of the column space of matrix $B_0$.

**Assumption A.5:** i) The matrix $\partial h_0^2(u,\tilde{u},C)/\partial u \partial \tilde{u}'$ has reduced rank for all $(u, \tilde{u})$ if, and only if, $C = C_0$. ii) There exists $(v^*, w^*)$ such that matrix $\partial^2 \psi_0^0(v^*, w^*)/\partial v \partial w'$ has full rank.

To interpret the conditions in Assumption A.5, we use that:

$$\frac{\partial h_0^2(u,\tilde{u},C)}{\partial u \partial \tilde{u}'} = Cov_{0}^{u,\tilde{u},C} (y_t - C y_{t-1}, y_{t-1} - C y_{t-2}),$$

and:

$$\frac{\partial^2 \psi_0^0(v, w)}{\partial v \partial w'} = Cov_{0}^{v,w} (f_t, f_{t-1}),$$

where $Cov_{0}^{u,\tilde{u},C} (\cdot, \cdot, \cdot)$ and $Cov_{0}^{v,w} (\cdot, \cdot)$ denote covariances computed w.r.t. the modified probability distributions $P_{0}^{u,\tilde{u},C}$ and $P_{0}^{v,w}$, respectively, which are defined by the changes of measure:

$$dP_{0}^{u,\tilde{u},C} / dP_0 = \frac{\exp (u'(y_t - C y_{t-1}) + \tilde{u}'(y_{t-1} - C y_{t-2}))}{E_0[\exp (u'(y_t - C y_{t-1}) + \tilde{u}'(y_{t-1} - C y_{t-2}))]},$$

$$dP_{0}^{v,w} / dP_0 = \frac{\exp (v' f_t + w' f_{t-1})}{E_0[\exp (v' f_t + w' f_{t-1})]},$$

w.r.t. the DGP $P_0$. Thus, Assumption A.5 i) requires: the only matrix $C$ such that, for all arguments $(u, \tilde{u})$, there exists a non-trivial linear combination of the components of $y_{t-1} - C y_{t-2}$ which is uncorrelated with $y_t - C y_{t-1}$ under probability measure $P_{0}^{u,\tilde{u},C}$, is the true parameter matrix $C = C_0$. Similarly, Assumption A.5 ii) requires: there exists a pair of arguments $(v^*, w^*)$, such that any non-trivial linear combination of the components of $f_{t-1}$ is correlated with $f_t$ under the probability measure $P_{0}^{v^*,w^*}$. A necessary condition for Assumption A.5 ii) is that process $(f_t)$ is serially dependent.

**Proposition 5:** Under Assumption A.5, the dimension $K$ of the factor space, the contagion matrix $C_0$, and the column space of matrix $B_0$ are identifiable.

**Proof:** The matrix $\partial h_0^2(u,\tilde{u},C)/\partial u \partial \tilde{u}'$ is identifiable, for any given $u, \tilde{u}$ and $C$. Thus, matrix $C_0$ is identifiable from the reduced-rank property in Assumption A.5 i). From equation (4.13), As-
Assumption A.5 ii), and the full-rank property of $B_0$, it follows that the largest rank among matrices 
$\frac{\partial h_0^2(u, \tilde{u}, C_0)}{\partial u \partial \tilde{u}'}$, with $(u, \tilde{u})$ varying, is equal to $K$. Thus, the factor dimension is identifiable. Finally, the column space $\mathcal{R}(B_0)$ of matrix $B_0$ is identifiable, because:

$$\mathcal{R}(B_0)^\perp = \bigcap_{(u, \tilde{u})} \ker \left( \frac{\partial h_0^2(u, \tilde{u}, C_0)}{\partial u \partial \tilde{u}'} \right),$$

where $\perp$ denotes the orthogonal complement of a vector space, and $\ker$ the kernel of a matrix. Let us show equation (4.14). The inclusion of the set in the LHS in the set in the RHS is a consequence of equation (4.13). To show the inclusion in the opposite direction, let us consider a $n$-dimensional vector $\xi$, which belongs to the kernel of matrix $\frac{\partial h_0^2(u, \tilde{u}, C_0)}{\partial u \partial \tilde{u}'}$, for any $(u, \tilde{u})$. Since matrix $B_0$ has row rank $K$, there exist arguments $u^*$ and $\tilde{u}^*$ such that $B_0' u^* = v^*$ and $B_0' \tilde{u}^* = w^*$, where $v^*$ and $w^*$ are as in Assumption A.5 ii). Then, from equation (4.13) written for arguments $u^*$ and $\tilde{u}^*$, it follows:

$$B_0 \frac{\partial^2 \psi_j^0(v^*, w^*)}{\partial v \partial w'} B_0' \xi = 0.$$

Since matrices $B_0$ and $\frac{\partial^2 \psi_j^0(v^*, w^*)}{\partial v \partial w'}$ are full-rank, it follows that $B_0' \xi = 0$, that is $\xi \in \mathcal{R}(B_0)^\perp$. Q.E.D.

Let us now discuss the identification Assumption A.5 when the DGP $P_0$ is such that processes $(f_t)$ and $(\varepsilon_t)$ are Gaussian. The log Laplace transform of a Gaussian random vector is a quadratic function of the argument. Thus, the second-order derivatives matrices in Assumption A.5 become:

$$\frac{\partial h_0^2(u, \tilde{u}, C_0)}{\partial u \partial \tilde{u}'} = \text{Cov}_0(y_t - C y_{t-1}, y_{t-1} - C y_{t-2}) = \Gamma_0(1) + C \Gamma_0(1) C' - \Gamma_0(2) C' - C \Gamma_0(0),$$

and:

$$\frac{\partial^2 \psi_j^0(v, w)}{\partial v \partial w'} = \text{Cov}_0(f_t, f_{t-1}) = \Phi_0,$$

and are independent of arguments $(u, \tilde{u})$ and $(v, w)$. Then, as expected, equation (4.13) corresponds to the second equation in system (4.5) written for the true parameter values. Moreover, the condition used to identify the true parameter matrix $C_0$ in Assumption A.5 does not involve a continuum of reduced-rank restrictions w.r.t. arguments $(u, \tilde{u})$, but only a single restriction. Further, the full-rank condition is Assumption A.5 ii) cannot be guaranteed by looking for a well-chosen pair of arguments $(v^*, w^*)$, but has to hold for the autocovariance matrix $\Phi_0$. In this sense, identification in model (4.10) can be more difficult in a Gaussian framework.
5 Concluding remarks

The aim of this paper is to highlight how moment restrictions based on appropriate Laplace transforms can be used to identify nonlinear panel data or time series models with unobservable dynamic effects. The identification approach requires exponential affine regression models in lagged endogenous variables and unobservable dynamic effects, but can be applied both to a parametric specification of the dynamics of the unobserved component as well as when the distribution of the unobservable process is let unspecified. We have provided several examples to show the variety of models for which this identification approach can be used.

In nonlinear models with unobservable dynamic components, it is difficult to estimate the model by applying the maximum likelihood approach (resp. an empirical maximum likelihood approach), when the distribution of the unobserved component is specified parametrically (resp. is let unspecified). Indeed, the likelihood function (resp. the empirical likelihood function) involves multidimensional integrals of a large dimension increasing with the number $T$ of observations, since the unobserved factor path has to be integrated out. In a semi-affine, parametric nonlinear state space framework, Bates (2006) develops a nonlinear filtering and estimation method that requires the computation of numerical integrals with dimension equal to the number of endogenous observable variables. The continuum of nonlinear conditional moment restrictions at first-, second-, third- ... orders can be the basis of moment-based estimation methods [see Carrasco, Florens (2000), Singleton (2001), Jiang, Knight (2002), Chacko, Viceira (2003), Carrasco et al. (2007)], avoiding the numerical computation of such multidimensional integrals. The analysis of the associated moment methods depends on the type of data (panel or time series), on the asymptotics ($n$ and/or $T$ tending to infinity), on the assumptions on the distribution of the unobserved component (parametric or nonparametric), on selected moment restrictions, etc. Such an analysis is clearly out of the scope of this paper and is left for future research.

---

3 See however Darolles, Gagliardini, Gourieroux (2014) for an application of such a moment method for the analysis of liquidation risk (Example 6) with a parametric specification of the distribution of the latent common factor.
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Appendix 1: Third-order nonlinear moment restrictions

These restrictions are derived by considering the joint Laplace transform of $y_t, y_{t-1}, y_{t-2}$ given $y_{t-3}, f_t, x_t$, and accounting for “correction terms”. By using equation (4.2) in Section 4.1 and applying the Iterated Expectation Theorem, we get:

$$E[\exp(u'_0 y_t - \psi_t(u_0, \theta, C) + u'_1 y_{t-1} - \psi_{t-1}(u_1, \theta, C) + u'_2 y_{t-2} - \psi_{t-2}(u_2, \theta, C))|y_{t-3}, f_t, x_t]$$

$$= E \left\{ E[\exp(u'_0 y_t - \psi_t(u_0, \theta, C) + u'_1 y_{t-1} - \psi_{t-1}(u_1, \theta, C))|y_{t-2}, f_t, x_t] \right\}$$

$$= \exp[a(u_0, x_t, \theta)'B f_t + a(u_1, x_{t-1}, \theta)'B f_{t-1}] E[\exp(u'_2 y_{t-2} - \psi_{t-2}(u_2, \theta, C))|y_{t-3}, f_t, x_t]$$

$$= \exp[a(u_0, x_t, \theta)'B f_t + a(u_1, x_{t-1}, \theta)'B f_{t-1} + a(u_2, x_{t-2}, \theta)'B f_{t-2}], \quad \forall u_0, u_1, u_2.$$  

Then, as in Section 4.1, we apply the conditional expectation given $x_t$ only on both sides to get:

$$E[\exp(u'_0 y_t - \psi_t(u_0, \theta, C) + u'_1 y_{t-1} - \psi_{t-1}(u_1, \theta, C) + u'_2 y_{t-2} - \psi_{t-2}(u_2, \theta, C))|x_t]$$

$$= E \left[ \exp[a(u_0, x_t, \theta)'B f_t + a(u_1, x_{t-1}, \theta)'B f_{t-1} + a(u_2, x_{t-2}, \theta)'B f_{t-2}] |x_t \right]. \quad (a.1)$$

Finally, under Assumption A.4 we apply the change of variables from $u_0, u_1, u_2$ to $v_0, v_1, v_2$ such that:

$$a(u_0, x_t, \theta)'B = v'_0,$$

$$a(u_1, x_{t-1}, \theta)'B = v'_1,$$

$$a(u_2, x_{t-2}, \theta)'B = v'_2,$$

where $v'_0, v'_1$ and $v'_2$ denote the $(K,1)$ upper blocks of vectors $v_0, v_1, v_2$, respectively.
Appendix 2: Identification in the linear model with common factor and contagion

In this Appendix we study the identification of model (3.6) in Example 5:

\[ y_t = Bf_t + Cy_{t-1} + \Sigma^{1/2} \varepsilon_t, \quad (a.2) \]

\[ f_t = \Phi f_{t-1} + (Id - \Phi \Phi')^{1/2} \eta_t, \quad (a.3) \]

where the shocks \( \varepsilon_t \sim IIN(0, Id) \) and \( \eta_t \sim N(0, Id) \) are mutually independent Gaussian white noise processes.

A.2.1 Higher-order nonlinear moment restrictions

Since \( y_t - Cy_{t-1} = Bf_t + \Sigma^{1/2} \varepsilon_t \), the second-order nonlinear moment restrictions are:

\[ E_0[\exp\{u'(y_t - Cy_{t-1}) + \tilde{u}'(y_{t-1} - Cy_{t-2})\}] = E_0[\exp(u'Bf_t + \tilde{u}'B'f_{t-1} + u'\Sigma^{1/2} \varepsilon_t + \tilde{u}'\Sigma^{1/2} \varepsilon_{t-1})], \]

\( \forall u, \tilde{u} \). Since the variables are Gaussian, the restrictions concern the expression of \( V_0(y_t - Cy_{t-1}) \), which corresponds to the first-order moment restrictions, and the expression of \( Cov_0(y_t - Cy_{t-1}, y_{t-1} - Cy_{t-2}) \). The first-order restrictions are:

\[ \Gamma_0(0) + C\Gamma_0(0)C' - \Gamma_0(1)C' - CT_0(1)' = BB' + \Sigma, \quad (a.4) \]

[corresponding to \( V_0(y_t - Cy_{t-1}) = V_0(Bf_t + \Sigma^{1/2} \varepsilon_t) \)]

and the additional restrictions at second-order are:

\[ \Gamma_0(1) + C\Gamma_0(1)C' - \Gamma_0(2)C' - CT_0(0)' = B\Phi B', \quad (a.5) \]

[corresponding to \( Cov_0(y_t - Cy_{t-1}, y_{t-1} - Cy_{t-2}) = Cov_0(Bf_t + \Sigma^{1/2} \varepsilon_t, Bf_{t-1} + \Sigma^{1/2} \varepsilon_{t-1}) \)]

where \( \Gamma_0(h) = Cov_0(y_t, y_{t-h}) \).

The additional constraints from the third-order nonlinear moment restrictions correspond to the equality:

\[ Cov_0(y_t - Cy_{t-1}, y_{t-2} - Cy_{t-3}) = Cov_0(Bf_t + \Sigma^{1/2} \varepsilon_t, Bf_{t-2} + \Sigma^{1/2} \varepsilon_{t-2}). \]

They are:

\[ \Gamma_0(2) + C\Gamma_0(2)C' - \Gamma_0(3)C' - CT_0(1) = B\Phi^2 B'. \quad (a.6) \]
A.2.2 Link with the Yule-Walker equations

In this section we show that the nonlinear moment restrictions (a.4)-(a.6) are well-chosen (parameter-dependent) linear combinations of the Yule-Walker equations for the structural VAR model (a.2)-(a.3). The Yule-Walker equations involving the covariance function \( \Gamma_0(h) = \text{Cov}_0(y_t, y_{t-h}) \), for \( h = 0, 1, 2, \ldots \) of the observable process are derived by multiplying equation (a.2) by \( y_t', y_{t-1}', y_{t-2}', \ldots \), respectively, and computing the expectation on both sides. We get:

\[
\begin{align*}
\Gamma_0(0) &= B\widetilde{\Gamma}_0(0) + CT_0(1)', + \Sigma, \\
\Gamma_0(1) &= B\widetilde{\Gamma}_0(1) + CT_0(0), \\
\Gamma_0(h) &= B\widetilde{\Gamma}_0(h) + CT_0(h-1), \quad h \geq 2,
\end{align*}
\]

where \( \widetilde{\Gamma}_0(h) = \text{Cov}_0(f_t, y_{t-h}) \) is the cross-covariance function of processes \( f_t \) and \( y_t \). These covariances are not nonparametrically identifiable from the data. However, some linear combinations of the Yule-Walker equations (a.7)-(a.9) do not involve the unidentifiable covariances \( \widetilde{\Gamma}_0(h) \). To see this, let us multiply equation (a.2) by \( f_{t+h}' \), for \( h = 0, 1, 2, \ldots \) and compute the expectation, to get:

\[
\hat{\Gamma}_0(h)' = B(\Phi'h) + C\widetilde{\Gamma}_0(h + 1)', \quad h = 0, 1, 2, \ldots \tag{a.10}
\]

Then, by considering equation (a.7), subtracting equation (a.8) right-multiplied by \( C' \), and using equation (a.10) with \( h = 0 \), we get:

\[
\Gamma_0(0) - \Gamma_0(1)C' = CT_0(1)' - CT_0(0)C' + BB' + \Sigma,
\]

i.e., the first-order nonlinear moment restriction (a.4). Similarly, by considering equation (a.8), subtracting equation (a.9) for \( h = 2 \) right-multiplied by \( C' \), and using equation (a.10) with \( h = 1 \), we get:

\[
\Gamma_0(1) - \Gamma_0(2)C' = CT_0(0) - CT_0(1)C' + B\Phi B',
\]

i.e., the second-order nonlinear moment restriction (a.5). The third-order nonlinear moment restrictions are obtained in an analogous manner as a linear combination of the equations in (a.9) for \( h = 2 \) and \( h = 3 \).